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To obtain a perspective on what
utilities and vendors must con-
sider when performing major

maintenance work at nuclear power
plants, Nuclear News convened a conference-call round-
table discussion with a fleet-level utility manager and
three executives in the vendor/contractor realm. Much of
the discussion centered on the kind of work that is done
during refueling outages, but the participants were also
asked to address topics such as aging management, work-
force mobility, and the use of electronics to simplify work
processes, as well as to raise points for discussion and to
follow up on points raised by others. A main topic of dis-
cussion was the collaboration among vendors and with
plant personnel, and how utilities and vendors benefit
when they have a vested interest in one another’s success.

The participants were Ken Sturtecky, executive direc-
tor of fleet outages for FirstEnergy Nuclear Operating
Company; Roger Maggi, vice president of key accounts
for Areva; Gary McKinney, president of Day & Zim-
mermann NPS; and Kyle Harsche, vice president of Wes-
tinghouse Americas. Steve Wanczyk, of Braithwaite 
Communications, was instrumental in gathering this
knowledgeable group of industry executives for the pur-
poses of the roundtable. NN Senior Editor E. Michael
Blake prepared the questions that were presented to the
group and served as the moderator of the roundtable 
discussion.

THE NUCLEAR NEWS ROUNDTABLE

Plant maintenance: Lessons learned 
and the benefits of collaboration

Four industry executives joined Nuclear News in 
a roundtable discussion of nuclear power plant
maintenance issues.

Sturtecky Maggi McKinney Harsche
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What are your planning processes for refuel-
ing and maintenance outages? How have they
developed, based on your past experience?   
Sturtecky: i can lead off the discussion

from a utility perspective. Firstenergy has
outage-readiness procedures that back up to
two years in advance of an outage. milestones
are set up for the specific areas of preparing
for an outage—scope, schedule, budget, and
selecting vendors are just a few key areas. the
procedures have been built with fleet and in-
dustry experience. the industry does a good
job of sharing procedures and best practices.
We also incorporate feedback and input from
our key partners in order to make the proce-
dures work efficiently.  

if we have a procedure and it’s creating
difficulty for the vendors, we’ll go back and
modify the procedure as long as it does not
conflict with our core business. We try to fa-
cilitate and work together for the common
benefit.  

as i said, the procedures are set up with
milestones that are required to be met
across the board. it doesn’t matter if you’re
a large vendor, a small vendor, or just an in-
dividual department. if you’re responsible
for a milestone, you are required to meet it.
each milestone is reviewed by the outage
management team at each of the sites to en-
sure that it has met the closure criteria spec-
ified. With that, as part of that readiness
process, we perform a fleet readiness as-

sessment. We also have readiness meetings
with the executive leadership team.  

We’ll have a t−6 meeting, with the pri-
mary focus of covering scope. at t−3, we
hold an in-depth peer team review, when we
bring in industry experience and expertise.
We look at the unique aspects to ensure that
the site is ready to execute the outage and
has developed contingency plans as need-
ed. the t−2 meeting, in which all of our
vendors are included, is to demonstrate
readiness to the leadership team. Finally, to
tie in what we have learned during the out-
age, we conduct a t+1 meeting, which in-
cludes lessons learned that will be carried
forward not only for the site but for the fleet
as well. We do not want to experience the
same challenges or issues in future outages. 
McKinney: i would just add to what ken

had to say that as the maintenance contrac-
tor on-site and an alliance partner to First-
energy, it’s obviously important to us and to
everyone that we plan the work and work
the plan. to accomplish that, we become en-
gaged early on in the customer’s planning
efforts. certainly that allows us to work to-
ward a successful outage. in addition to the
t-minus meetings that ken referenced, we
have a proprietary outage readiness assess-
ment tool. it’s a Web-based tool that is de-
signed based on the industry milestones
with regard to readiness and is specific to
our scope of work. We bring in a team of

subject matter experts from other locations
to do an independent review of the day &
Zimmermann outage scope, just to confirm
that we are, in fact, prepared. that review
allows us to bring all of our industry lessons
learned and to leverage them into readiness
for the upcoming outage.
Harsche: to set some context, perhaps

it’s worth saying something about the eco-
nomic situation in which we’re currently
operating in the nuclear industry. electric-
ity prices are low, demand is flat or down in
many regions of the country, there’s pres-
sure from natural gas and subsidized re-
newables, etc.  especially for merchant nu-
clear operators, this translates to a signifi-
cant pressure to deliver on planned outage
schedules. it was commonplace in the past
to see a 60- to 90-day outage schedule. to-
day, target durations are in the 30-day range,
or even lower. that imposes unique re-
quirements to get ready to execute.

First of all, we work very closely with
ken’s organization in particular to coordi-
nate deep-dive review meetings. they are
different from the run-of-the-mill readiness
checks. they actually go to a very detailed
level to be sure that everybody is aligned
and coordinated with what needs to be done
to execute that outage safely and on sched-
ule. a second area is pre-outage work—the
work that needs to be done before the out-
age begins to set the stage for success during
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the outage. a third is ensuring very close in-
tegration with the site’s planning team to be
sure that schedules are aligned and agreed
upon and that work prerequisites are
aligned and in the schedule, so that we don’t
have any surprises when we execute. and fi-
nally, communication and alignment are
key. many of us have seen the video-gone-
viral of the team that built a house in less
than four hours, but it takes a lot of coordi-
nation to get that done. While not to that
extreme, an outage is still a very well-
orchestrated event these days, and it re-
quires a lot of up-front planning and in-
depth reviews. From my perspective, those
four areas have now become standard pro-
cedure, which is a significant improvement
over years past.
Maggi: We talked about internal chal-

lenges, procedures, milestones, and the im-
portance of following those, and the points
that kyle brought up were very relevant as
well. i do know that as alliance partners to
Firstenergy, we all bring that commitment
to the table. one of the things that i believe
has become standard for all three of these
companies is the site services manager and
the role that person plays in the day-to-day
activities and coordination at the site. We all
are doing these outages every spring, every
fall. We’re at dozens of plants every year. but
having that one dedicated resource who is
strictly focused on their plant is key. So

there’s a Westinghouse person, an areva
person, or a d&Z person who is focused on
a specific plant, doing all those alignment
activities to which kyle referred, looking at
the schedules, and participating on high-
impact teams, helping to deal with new,
first-of-a-kind technologies or items that
have challenged the team in the past. that
person has usually been at the site for many,
many outages and has that knowledge and
history. When you approach these outages
with a utility to which you are closely part-
nered, as we all are with Firstenergy, and
you have these additional resources there to
help the team and provide all that coordi-
nation, it really makes a big difference.  

To expand on what Kyle mentioned about the
importance of staying on the outage sched-
ule, have any of you found that with the
plants getting older, the work related to aging
management influences how long an outage
will be? The outage schedule is set by the li-
censee, but are there things you’ve had to do
that are newer and more recent in order to
work aging management into the service you
provide?  
Harsche: it’s actually working in both

directions. there are plants in operation
with original components that do require
some additional inspection, or in some cas-
es, repair. but also, many of those plants
have undergone component replacements

and upgrades, as in the case of beaver Val-
ley unit 1. new steam generators have in-
spection and maintenance requirements
that are actually fewer and farther between
due to the next-generation materials that
are utilized in those components versus the
original. another example is simplified
head assemblies, which allow disassembly
and reassembly to be done safely in a more
coordinated and efficient manner.
McKinney: i would add that with day &

Zimmermann, it’s certainly important for
all the partner contractors to effectively mit-
igate the impact of any emergent work, or
additional scope, or scope growth that you
may experience during an outage. that re-
quires some collaboration, not only with
our customer but also with each other, in
performing risk analyses and evaluations on
the work packages as they’re prepared pri-
or to the outage. that carries over into de-
veloping contingency plans, so that if we en-
counter a worst-case scenario as we begin
work, we’re still prepared to execute the
work and pick up the slack.
Maggi:that’s a good point. i’d just like to

finish this off as far as the vendor side on de-
veloping those contingency plans and being
ready for the emergent discovery issues.
they do happen, but not quite as frequent-
ly as they did in the past, believe it or not,
even though the plants are getting older. the
plants are being managed better. We know
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what the issues are. We know that alloy 600
is an issue. We know where to look for the
potential problems, and we have the solu-
tions ready to go. in the past, problems
would surprise us, and we sometimes had to
develop solutions on the fly. i think we have
the ability to actually do more work in short-
er outages because of that experience, which
is what the big vendors bring. but i also want
to point out, especially with the three ven-
dors here in this discussion, that there were
several times—very recently at Palo Verde
and also specifically at davis-besse—where
Westinghouse and areva have had to pull
together to address some very significant al-
loy 600 issues. and they had to rely on each
other’s capabilities and be willing to work
side by side, which i think we’ve all done
very well. this is an industry that we need
to protect and save. We can’t do that if we’re
not willing to work together.  
Sturtecky: there is a very significant

strategic planning process that we go
through that covers how we schedule all of
our units within the fleet. this starts from
a financial basis of looking at the market
and reviewing the demand needs of the
grid. if we experience a forced outage at a
nuclear plant, we theoretically can move an
outage back by the duration of the forced
outage without having an impact on the life
cycle of the plant. on the other hand, we
can’t just be moving outages all over, be-

cause we rely on those key critical resources
that each one of our vendors provides to us.
they’re not supporting just Firstenergy;
they have other utilities, other customers,
other outages. We’re always working to-
gether to maximize and optimize where our
outages are well in advance so that not only
do we have the resources to support our
outages, but they have the resources to sup-
port the other companies with which they
work.  

now, to describe how we scope our out-
ages. our first priority is to address both
nuclear and personnel safety. We strive to
scope the outages from the standpoint of
doing the right work in the right outage.
that starts with the development of the
long-range business plan, which primari-
ly covers the large components and signif-
icant work planned. the long-range plan
is a 10-year plan that is developed to help
ensure that work is bundled in the appro-
priate outage. We set backbone outage du-
rations and build from there to support our
business goals. We combine a financial
analysis with a technical analysis of what
work needs to be performed. We drive
those durations down to meet the outage
duration and criteria, based on how long it
takes to shut the unit down, take the reac-
tor apart, refuel, and then put it back to-
gether. that’s what we call the backbone. if
we have a long outage driven by a unique

scope of work, we try to optimize by in-
cluding other large scopes in that outage.
to ensure that we have the right work and
that it is achievable in the outage, we per-
form vertical and horizontal schedule re-
views to make sure we’re not driving too
much in one duration or too much in one
location or in a system.  

Westinghouse, areva, and d&Z not only
bring their world experience, but also their
contingency planning based on their expe-
rience. they help us develop our decision
trees and unique outage plans, which allow
us to assess risk for the outage. We balance
our outages between corrective mainte-
nance, preventive maintenance, surveil-
lances, and plant improvements. being in a
merchant fleet, we have to make the hard
evaluations and look at whether it’s the
right work for the plant, in order to not
challenge nuclear or personnel safety. We
rely on support from our key vendors that
are involved in this roundtable. they are an
integral part of that process with us on the
components and the equipment we use and
work on.  

A few years ago, FirstEnergy went to a tighter
fleet organization. Does that allow you to co-
ordinate outages among all the plants in such
a way that you can have specialists working
on outage planning for all of the plants in the
fleet?  



October 2014 • Nuclear News • 49

Plant Maintenance: Lessons Learned and the Benefits of Collaboration

Sturtecky:We have a corporate organi-
zation that has responsibility for both nu-
clear and fossil outages. We have teams on
both sides of the house that help coordinate
and, to some extent, plan. their focus is on
strategically planning and coordinating fleet
outages, not on physical “go-and-do-work”
aspects. We share resources across all of our
power plants, and nuclear to fossil. We also
line it up on the nuclear side with our ven-
dor resources so that we don’t overlap out-
ages. this provides personnel a small break
between outages when we’re going to go
back-to-back. the ability to schedule our
outages sequentially typically saves in-
processing time for the workers and allows
us to be more efficient, as they understand
the expectations and have the standards and
behaviors that we’re looking for at our pow-
er plants. We try to optimize and use our
personnel and those people who support us
in the most efficient and effective way so
that we don’t burn them out. 

How vertically deep do you go as far as sub-
contractors or sub-subcontractors that you
bring in for outage work?  Do these tend to
be organizations with which you’ve worked
often?
Maggi: it’s very important, even critical,

that we have high returnee rates to our sites
and our utilities. that familiarization real-
ly cuts down on the learning curve, not just
from the difference in working, say, fossil
versus nuclear, but working from plant to
plant. having that tribal knowledge with
high returnee rates really increases your
odds of being able to stay on that critical
path schedule. i think we all try as much as
we can, even with the change in demo-
graphics in the industry, to bring as many
of our subcontractors back to a plant as pos-
sible to really minimize the use of people
who are new to the industry, unless they’ve
gone through an extensive training program
and mentorship.  
Harsche: i would echo most of what

Roger said. We have a couple thousand
Westinghouse employees dedicated to out-
age work, and that’s our first pool. We then
use one or two of our partner subcontract-
ing entities to augment crews where appro-
priate. again, that allows us to maintain the
high returnee rates, and also to get standard
training and qualifications in place so that
we have the right people for the right role at
the right time.
McKinney: We rarely use subcontractors,

with the exception of specialty or subject
matter expertise. on the manual labor side,
the area of welding comes to mind. We may
need to do some automated welding for
which we might use a subcontractor. We ba-
sically self-perform our work. i would add,
though, that we set up—as we have done at
Firstenergy and other major utilities around
the country—a tripartite arrangement with
the union building trades. We meet with

those folks on a periodic basis. the tripar-
tite relationship includes Firstenergy, the
contractor, and the union labor organiza-
tions. We keep them up to speed as to where
we are, what work is upcoming, and what
skills are required. if we have a particular
type of project that union workers have done
previously at another plant, we may work
with the unions to bring staff over from that
plant to the new plant. We also spend sig-
nificant time with their training organiza-
tions to confirm that the right training is
taking place. meanwhile, as it relates to our
temporary supervision, we utilize a system
called “temp help” that maintains all the
personal information, industry experience,

and past performance evaluation history in
one central location. We can quickly identi-
fy, based on the scope of work that is on our
plate, who the qualified management team
should be. We can confirm that they’re avail-
able for 12 to 18 months ahead. 

Are there new techniques that you can adapt
to an outage to do tasks more quickly or to
confirm more quickly that they’ve been done
correctly?
Harsche: i’ll offer something that we’re

beginning to deploy:  remote expertise. For
many years we’ve had a centralized com-
mand center with the ability to review spe-
cific inspection data. if you are inspecting a
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large component such as a steam generator,
there can be remote review of the data, and
if there is an action that needs to be taken,
it can be reviewed by the subject matter ex-
perts at the command center. there are both
quality and cost benefits to this approach.
today, we’re expanding this approach to in-
clude standard refueling and outage ser-
vices, whereby we have video capability to
actually see what is going on at an outage
from our command center location. When
a situation arises, we can have the right peo-
ple looking in real time at the situation to
determine the best course of action. it’s a
pretty exciting new development utilizing
today’s technology that affords us a next-
generation look at and approach to both
quality and maintaining the schedule dur-
ing outages.
Maggi: in terms of new technologies that

can improve outage performance on the ag-
ing nuclear fleet, one of our main focus
areas at areva is the remote nondestructive
examination [nde] capabilities for both the
bWR and the PWR fleet. the aging man-
agement programs will require a high level
of inspection analysis, which is what kyle is
referring to, and the ability to get through
the data and to have that communication
quickly resolved as it’s being seen is impor-
tant. it’s also important that we all work to
develop better technologies for gathering
the data. the materials reliability program
will have us all inspecting the vessel inter-
nals over the next eight to ten years in great,
great detail. developing remote nde capa-
bilities will help us get through these out-
ages efficiently, minimize the risk of missed
areas or errors in inspections, and really al-
low the utilities to properly plan an outage
with inspection schedule certainty. 

At ANS’s Utility Working Conference, held in
mid-August, Neil Wilmshurst, vice president
of nuclear for the Electric Power Research In-
stitute, gave a presentation on EPRI’s efforts
to improve that. He noted that if you can do
more remote manipulation of ultrasonic test-
ing, the people who actually do the assess-
ments and the evaluations of the tests can
stay out of the high-radiation zone so they
don’t pick up the dose. As a result, they aren’t
limited on the number of tests they can per-
form in a year.  
Maggi: that’s right. you can do the en-

tire reactor vessel exam in a 10-year in-
service inspection in about two to three
days.  there is nobody in the reactor build-
ing during that exam. the manipulators are
performing exams throughout the reactor
vessel and are driven remotely by inspection
personnel outside of containment through
the use of fiber-optic networks. data can be
viewed in real time thousands of miles away
by data analysts. you’re right, the dose be-
comes much less of an issue. 
McKinney:We utilize some 3-d model-

ing or mapping, which allows us to see areas

that are not typically accessible while the
plant is on line. it helps us identify rigging
requirements or interference concerns so
that we can do the appropriate planning
ahead of time. in addition, we have a radi-
ation protection group that does some area
modeling. but one thing that i think has
made a big difference in our business is pre-
planning tools, which we talked about ear-
lier, and the fact that those tools are now
Web-based. all the leadership of the orga-
nization can easily look at a dashboard
every morning to see where we are in regard
to our readiness state at one of the First-
energy outages and how our behavior-
based safety program is performing. it’s said
that a safe outage is a successful outage. it’s
important that we have access to safety in-
formation as close to real time as possible.
that way, we can look at lagging indicators
and identify leading issues that we can get
in front of quickly. there have been some
real advances that have put things right on
our smartphones. no matter where we are,
we can see if we have an issue we need to get
in front of.
Sturtecky:When we go into an outage,

our power plants use remote technology,
such as cameras, where applicable. We have
monitors set up in strategic areas so that
personnel who need to see what’s going on
don’t have to go out there and expose them-
selves to the dose field. those are set up
through our radiation protection organiza-
tion. Some of our vendors bring their own
equipment that they set up in their working
locations as well.  

the second thing we do to improve effi-
ciency is to ensure that the personnel are
trained for the evolution or activity. our site
personnel train with our vendors at their fa-
cilities, wherever they might be. they uti-
lize full-scale mock-ups in a teaming at-
mosphere. then, when the workers come
together at the site, they’ve already worked
together. they know what to anticipate
from each other, and they have a pretty
good idea about how to communicate. this
also enhances our efficiency. 

the third point is that we predesignate is-
sue response teams. each includes site per-
sonnel as well as our vendors. they are part of
the team, and they facilitate some of the meet-
ings and the recovery plans that we have.

the last point is part of what Firstenergy
is working on to streamline our work pro-
cess. this is to use electronic devices to
work from versus traditional paper docu-
ments. For example, a work order could be
generated in the field, with pictures, if re-
quired. the end user could then use an elec-
tronic device to perform the walkdown and
the work. 

Are you using electronic work packages yet?
Sturtecky: not yet. We do some tasks

electronically—some of our preventive
maintenance tasks and our surveillances

that are duplicates. all the planner has to do
is autoprint, and the worker can add what-
ever notes, comments, or changes are need-
ed. that is a level of automation we have
right now, along with any of the pictures or
drawings that would be added to a work or-
der. they’re all electronically captured, and
then we save them electronically as well.  

Clearly there is growth in the use of elec-
tronic technology in this kind of work. Obvi-
ously we can’t discuss cybersecurity in any
kind of detail. As you think about taking
more of these initiatives, however, do you
find that you have to get regulatory guidance
in advance?
Sturtecky: Regulatory guidance has al-

ready been provided to utilities. as tech-
nology changes and evolves, we need to en-
sure that we do not violate any of the rules
that are in place. cybersecurity is directed
toward the power plant, but whoever has
mobile devices is also required to conform
to the same requirements.  

On the vendor side, do you have to find out
in advance whether or not an electronic in-
novation will be acceptable for cybersecurity?
McKinney: to ken’s point, any tech-

nology we utilize on-site requires the
client’s approval. anything we’re doing is
vetted through the client and approved for
use on-site.  
Maggi: i believe that because we are

companies that have cybersecurity solution
capabilities, we are well aware of what the
requirements are and we’re able to comply,
knowing what is acceptable and what is not.
as far as the equipment that we bring to a
site, it’s easier to isolate those networks from
the utility or plant computers. Where you
really get challenged is in doing plant mod-
ifications, where you are actually bringing
in new systems, perhaps going from an ana-
log to a digital system somewhere in the
plant, and having to make sure that you de-
sign the cybersecurity and necessary re-
quirements into that system.  
Harsche:gary’s and Roger’s comments

are on point. i would just note that the
types of remote communication technolo-
gy advancements that Westinghouse is
making—we discussed those in the previ-
ous topic—are separate from plant systems.
they’re akin to using a telephone to relay
information back to headquarters and
would follow more standard information
technology and computer prudency rules
rather than regulatory-driven cybersecuri-
ty requirements.  

How do you track situations that have oc-
curred at plants and make sure that they lead
to learning and improvement?  
Maggi: We took a page from the utility

playbook and developed our own outage
control center [occ] four years ago. it’s
staffed 24 hours a day during the outage
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season, and all of our sites call into that cen-
ter together at a specified time every day.
each outage is discussed for safety, quality,
and human performance issues. all of that
information is shared not just with the
occ, but also with each plant, as appropri-
ate plant staff are online listening to the oth-
er plants’ issues so that lessons learned and
trending can be picked up immediately. ac-
tions can be taken to mitigate the possibili-
ty of repeating the issue in another outage,
and if an outage needs additional support,
the staff in the occ is able to gather ap-
propriate resources and respond quickly.  
McKinney: on the day & Zimmer-

mann side, obviously we want to get as
close to real time as possible. Safety infor-

mation goes into a database, and we push
it out for future opportunities to prevent
the same issue from recurring. but i com-
mented earlier that a number of our sys-
tems are Web-based, and we receive the in-
formation on our smartphones. if we have
a near-miss or any safety issue at any of the
projects across the country that we’re work-
ing on, the entire executive team and i im-
mediately receive a notification on our
phones so that we can quickly engage. We
have what we call “flashes” that go to all of
our project managers so they can immedi-
ately see the issue with a general descrip-
tion of what occurred. We can quickly ral-
ly the troops and get in front of that specific
situation, in addition to putting measures
in place to try to prevent that type of inci-
dent from occurring again.  
Harsche:at Westinghouse, we utilize at

least three systems. First is our corrective
action system, compliant with nuclear Reg-
ulatory commission, institute of nuclear
Power operations, and iSo standards. Sec-
ond are customer- and outage-specific post-
project reviews, out of which come lessons
learned and operating experience. third is
our daily human performance brief. Simi-
lar to what Roger outlined, we host daily
communications from every one of our on-
going major projects. the outcome of that
can range from something similar to the
“flash” that gary just described, all the way
up to a stand-down of all crews nationwide,
and in some cases worldwide, depending on
the significance of the issue. of course, we

review external operating experience as
well, such as that issued by inPo.

Now we’ll give each of you a chance for clos-
ing remarks.
McKinney: ken mentioned the need to

work together, particularly with regard to
training and confirming that we have the
right subject matter expertise. i’d like to share
a couple of opportunities that we’re current-
ly working on because they include all three
vendors that are on the phone. i know that
with transnuclear, which is part of areva, you
have pool-to-pad services, and we recently
sent a crew of multidisciplined individuals
down to aiken, S.c., for some specialized
training. and then we’re supporting some of

Westinghouse’s ser-
vices at Perry with ra-
diation protection
technicians, and we
recently put a num-
ber of those folks
through some Wes-
tinghouse-specific
training. the point i
want to make is that
in addition to being
partners with the
utility, we’re also
working with each
other to make sure

that we’re all pulling in the same direction.  
Maggi: i think Firstenergy has done a

great job of fostering a culture and environ-
ment in which three competitive vendors
are encouraged to come together to work
through issues and produce a team result in
outage execution, and we’ve demonstrated
our ability to do that many times. that is
something in which Firstenergy has really
excelled. 
Sturtecky: i’d like to echo those com-

ments. We’re all in this together. We have a
long-range vision that has all of us working
together in a collaborative effort with all of
our vendors. our key vendors are equally
vested in the long-term success of our pow-
er plants as we are in the long-term success
of their companies. We need each other to
survive, and we coexist together. even
though there is competition, it’s a healthy
relationship that we have with everyone.  
Harsche: i think the guys have summed

it up quite well. We have this symbiotic rela-
tionship. i’ll go back to my comments at the
outset of this call. the environment today is
unlike any that we’ve seen in the nuclear in-
dustry, and it brings with it new challenges.
major projects and outages in particular have
taken center stage, because delivering on
schedule and on budget can mean the dif-
ference between a profitable year for our util-
ity customers and one that’s not. as an al-
liance partner, we are stepping up to the same
challenges Firstenergy is faced with and rec-
ognize that the only way to be successful in
this environment is to work together.

“In addition to being
partners with the utility,
we’re also working with each
other to make sure that
we’re all pulling in the same
direction.” 




