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Numerical methods for solving the integrodifferential, integral, and surface-integral forms of the neutron transport equation are reviewed. The solution methods are shown to evolve from only a few basic numerical approximations, such as expansion techniques or the use of quadrature formulas. The emphasis is on the derivation of the approximate equations from the transport equation, and not on the solution of the resulting system of algebraic equations.

The presentation covers the approaches used in general-purpose production calculations, including the discrete ordinates finite difference method, the method of characteristics, finite element approximations, the collision-probability method, and nodal methods. Various quasi-analytical techniques for calculating benchmark problems are also treated, such as the singular eigenfunction, spherical harmonics, integral transform, and $C_N$ and $P_N$ methods.

I. OVERVIEW

I.A. Introduction

The particle transport equation used in radiation shielding and reactor core calculations, as well as radiative transfer analysis of stellar and planetary atmospheres, is a linearized version of the equation originally developed by Boltzmann for the kinetic theory of gases. The fundamentals of such transport phenomena are available in several monographs.¹⁻⁷


Except for highly idealized problems, solution of the transport equation is accomplished by numerical means. A large variety of numerical methods have been developed which, at first glance, appear quite different. Upon further inspection, however, it may be seen that these methods are based on a few approximation techniques, such as finite differences for differential operators, quadrature formulas for integral operators, or expansion methods.

It is the purpose of this paper to present in detail the basic principles of the approximations used to solve the neutron transport equation. One of our motivations is to tie together the various solution methods within the framework of numerical approximation techniques; the emphasis is on the derivation of the approximate equations from the transport equation, and not on the solution of the resulting system of algebraic equations. The presentation is limited to deterministic methods for the one-group, steady-state transport equation, with the exclusion of the stochastic Monte Carlo technique. Energy dependence is not treated in an explicit way, but the techniques discussed here apply, for the most part, to the multigroup formalism; for completeness, a brief discussion of iterative schemes used in the solution of the multigroup equations is given in the Appendix.
The choice of the numerical method differs according to whether the solution involves a highly idealized "benchmark" problem or a more realistic "production" problem such as the calculation of the neutron flux in an optically large region of a reactor or a shield. For a given problem, the choice of the method depends on the degree of information required for the spatial and angular dependence of the neutron distribution. The choice also depends on the approximations one uses to describe the properties of the media and their geometrical configuration; for example, this includes the degree of anisotropy of the scattering, the complexity of the material heterogeneities, and the optical size of each homogeneous region. (Perhaps, most importantly, the choice depends on which computer programs are readily available.)

Solutions of the neutron transport equation are obtained using one of three formulations: the integrodifferential, the integral, and the surface-integral forms. The choice among the three is determined by physical and numerical considerations. Generally the integrodifferential approach is used for the treatment of optically large media, whereas the methods based on the integral equation are most appropriate in calculations for optically thin media. When only the angular fluxes leaving and entering a media are desired, the surface-integral approach may be advantageous. The general criteria concerning numerical solutions are the computer-memory requirements, the computer time needed to calculate the matrix elements, the computer time used to solve the system of algebraic equations, and the rate of convergence of the method.

The integrodifferential equation is based on a local neutron balance, and leads to sparse matrices whose elements are easily computed. Usually these matrices are solved by an iterative procedure that requires that only a small part of the matrix be stored in central memory at a given time. On the other hand, the integral equation is derived from a global neutron balance in a given direction and therefore it is strongly coupled. This coupling leads to full matrices whose elements must be calculated by numerical integration involving expensive evaluation of transcendental functions; the algebraic system of equations must be solved globally and a complete matrix must be kept in central memory. The surface-integral method is based on the Placzek lemma, which relates the transport solution for a finite geometry problem to that for an infinite medium; a numerical approximation of this equation in one-dimensional geometries yields a system of algebraic equations for the angular fluxes at the surfaces.

The integrodifferential and integral equation methods can be compared for the degree of geometrical detail that can be attained. General-purpose production methods based on the integrodifferential form of the transport equation utilize either a geometrical mesh or finite elements, and therefore any configuration can be approximated, even though a large number of zones are sometimes required to achieve good geometrical modeling. On the other hand, integral equation methods are inherently limited because they require a different specialized subroutine for numerical integration in each configuration; however, they do provide an exact geometrical representation.

The integral equation methods offer an exact treatment of the angular dependence, provided the scattering anisotropy is low (isotropic or linearly anisotropic), whereas the integrodifferential equation methods require discretization of the angular variable. This discretization results in a strong coupling between the spatial and the angular approximations that can produce space-angular nuisances such as the ray effect. Also, it should be emphasized that integrodifferential methods require calculation of angular fluxes, whereas integral equation methods directly produce scalar fluxes (which usually is all that is needed). Consequently, smaller matrices are encountered for integral equation methods, which explains why a relatively small effort has been spent on the implementation of iterative solutions and development of acceleration techniques for these methods (see the Appendix).

With the integrodifferential and the surface-integral approaches, it is possible to treat an arbitrary degree of anisotropy of scattering by modifying the collision term, without unduly complicating the numerical solution. On the other hand, in the integral formulation the number of equations to be solved dramatically increases with the degree of anisotropy.

Nowadays the trend in the development of general-purpose transport methods is to combine the use of both the integrodifferential and integral equations. In these methods, the spatial domain is divided into subregions (usually homogeneous) that are linked together by the angular flux at the interfaces, as calculated with the integral equation. In the method of characteristics, for example, the integrodifferential equation is used to calculate the angular flux within the region in terms of the incoming angular fluxes, whereas in nodal methods the interior flux is usually computed with the integral equation. The advantages of such "hybrid" methods are twofold. First, since the integral equation is used to calculate the angular fluxes exiting from a subregion, neutron streaming is well approximated and this allows for larger size subregions than in a typical integrodifferential method calculation. Second, in contrast with the full coupling of integral equation methods, the interconnecting of subregions through only their interface angular fluxes leads to sparse matrices that are amenable to iterative solution.

In Secs. I.B. and I.C, we introduce our notation,
discuss the three forms of the transport equation, and present some of the ideas behind the numerical approximation techniques. The notation used in the description of most of the methods is not that in the original literature, but we believe this notation helps to bring out the similarities between the different methods that otherwise may be difficult to perceive. The reader already familiar with the fundamentals of transport theory and numerical approximations can skip over the next two sections and use them only as a reference for the basic equations and notation.

Section II covers the numerical methods based on the integrodifferential equation. We begin with three procedures, the singular eigenfunction method and the spherical-harmonics and analytic discrete ordinates approximations, used to obtain accurate solutions to benchmark problems in one-dimensional geometries. The latter two procedures are shown to be approximations to the formally exact singular eigenfunction method. The remainder of Sec. II is devoted to the methods used in general-purpose computer codes. First we discuss discrete ordinates methods: the well-known finite difference discrete ordinates approach and the relatively new method of characteristics. Then finite element methods are presented for both the ordinary and the even-parity form of the transport equation.

Integral equation methods are discussed in Sec. III. After a comparative evaluation of the discrete integral transport, collocation, and collision probability methods, we focus on the latter, which is the method most widely used in production codes. We consider the case of isotropic scattering and sources and describe the usual flat-flux approximation for the three one-dimensional and the two-dimensional Cartesian geometries; then the more general multifunction expansions are considered. The extension to linearly anisotropic scattering in one-dimensional geometries is then presented. We also briefly study the integral transform and the spatial spherical harmonics methods; these two methods are closely related to the collision probability formalism and have been used to obtain benchmark solutions to idealized problems in simple geometries. Finally, two nodal approaches are described in the last portion of Sec. III: the interface current method and the more recent transverse nodal method. Within the context of the interface current technique, response and transmission matrix methods are also briefly considered; all three techniques are currently used in general-purpose production codes. The transverse nodal approach also offers promise for use in production calculations.

Section IV contains a discussion of the complementarity \((C_X)\) and facile \((F_X)\) methods, both of which are based on the surface-integral form of the transport equation. These methods are used for benchmark calculations in one-dimensional geometries. General comments on all the methods based on the three forms of the transport equation are given in Sec. V.

In view of the extensive research on methods of solution of the transport equation, it would be nearly impossible to include a complete list of references; fortunately, comprehensive lists of references are in several conference proceedings\(^8\)\(^{-15}\) and books\(^16\)\(^{-19}\) which cover the material discussed here. We particularly note the review articles by Froehlich\(^20\) and by Lewis\(^21\) and a recent book by Duderstadt and Martin\(^7\) that is very thorough.

### I.B. Three Forms of the Transport Equation

The expected steady-state monenergetic distribution of neutrons propagating through matter or...
vacuum is described by the angular flux $\psi(r, \Omega)$, which gives the neutron density at a point $r$ in direction $\Omega$. We use the notation $x = (r, \Omega)$ to denote a point in phase space. The angular flux depends on the properties of the medium (characterized by cross sections) and the distribution and intensities of any external sources $S(x)$. If one is interested in only the distribution of neutrons within a given region of space $D$, the sources exterior to the region are usually replaced by boundary conditions that specify the incoming angular flux $\psi_i(x)$.

In the following, we denote by $X$ the five-dimensional phase space $X = \{x = (r, \Omega); r \in D, \Omega \in \mathbb{S}_2\}$ where $\mathbb{S}_2$ is the set of directions on the $4\pi$ unit sphere. That is, $X$ contains all phase points $x = (r, \Omega)$ where $r$ is a point within domain $D$ and $\Omega$ is the unit vector in the neutron direction. Likewise, designating by $n(r)$ the outward normal at a point $r$ on the boundary $\partial D$, we denote by $\partial X_\pm = \{x; r \in \partial D, \pm \Omega \cdot n > 0\}$ the set of trajectories leaving (+) or entering (−) the domain $D$. In general, we use the symbols $+$ and $-$ to denote quantities associated with outgoing and incoming directions; for example, $x_\pm = (r, \Omega)$ represents a point on the boundary with an outgoing/incoming direction.

For conciseness, all integrals are understood to be over the entire domain of the variable unless otherwise indicated. Also, the arguments of the functions are stated the first time they appear, and omitted thereafter unless confusion could arise.

I.B.1. Integrodifferential Form

The stationary, monoenergetic transport of neutrons in a domain $D$ with boundary $\partial D$ is given by

$$B \psi = S \quad \text{in} \quad X,$$

$$\psi = \psi_-, \quad \text{on} \quad \partial X_- . \quad (1)$$

The transport operator

$$B = L - H \quad \text{in} \quad X,$$

is composed of the spatial differential operator

$$L = \nabla \cdot \mathbf{v} + \Sigma(r),$$

which accounts for neutron streaming in direction $\Omega$, and the angular integral operator

$$H \psi = \int \Sigma_s(r, \Omega' \rightarrow \Omega) \psi(r, \Omega') d\Omega',$$

which gives the distribution of neutrons appearing after a collision. The total macroscopic cross section $\Sigma$ and the transfer cross section $\Sigma_s$ characterize the interactions of neutrons with the medium.

Here we consider only media whose properties are invariant under rotation. For these isotropic media the transfer cross section depends on $\Omega'$ and $\Omega$ only through their product $\Omega' \cdot \Omega$; therefore, $\Sigma_s$ can be expanded on the set of Legendre polynomials $P_k(\Omega' \cdot \Omega)$,

$$\Sigma_s(r, \Omega' \cdot \Omega) = (4\pi)^{-1} \sum_{k > 0} \Sigma_{sk}(r) P_k(\Omega' \cdot \Omega) . \quad (3)$$

In practice, one uses for $\Sigma_s$ a finite expansion extending from 0 to $K$, where $K$ is the degree of anisotropy of the scattering kernel. It is customary to factorize the scattering coefficients as

$$\Sigma_{sk} = (2k + 1) \Sigma c f_k,$$

where $\Sigma$ and $c(r)$ correspond to the probability of interaction per unit distance and to the mean number of secondaries following an interaction, respectively. The coefficient $f_k(r)$ is the $k$th Legendre component of the scattering frequency $\Sigma_s/c\Sigma$; in particular, $f_0 = 1$ and $f_1$ is the mean cosine $\bar{\mu}$ of the scattering angle.

Because $\Sigma_s$ is rotationally invariant, the collision operator $H$ is also invariant under rotations and may be decomposed as

$$H = \sum_{k > 0} (2k + 1)^{-1} \Sigma_{sk} Q_k . \quad (4)$$

Here $Q_k$ is the orthogonal projection operator on the invariant subspace $\mathcal{E}_k$, which is spanned by the set of spherical harmonics $\{|Y_k^l; |l| \leq k|\}$,

$$Q_k \psi = \sum_{|l| \leq k} Y_k^l(\Omega) \int [Y_k^l(\Omega')^* \psi(r, \Omega') d\Omega'. \quad (5)$$

This operator satisfies the orthogonality and completeness properties

$$Q_k Q_l = \delta_{kl} Q_k ,$$

and

$$\sum_{k > 0} Q_k = 1 . \quad (6)$$

A particular case of later interest to us is that of plane geometry with azimuthally independent sources and boundary conditions; here the angular flux depends only on the spatial variable $z$ and the cosine of the polar angle $\mu$, so the collision operator $H$ can be written as

$$H \psi = \Sigma(c/2) \sum_{k > 0} (2k + 1)f_k P_k(\mu)$$

$$\times \int P_k(\mu') \psi(z, \mu') d\mu' .$$

Then, with $z$ measured in units of mean-free-paths, the transport equation takes the well-known form

$$(\mu \partial_z + 1) \psi(z, \mu) = \Sigma^{-1} H \psi + S(z, \mu) . \quad (7)$$

Now we consider the interface and boundary conditions. Since the cross sections are bounded, the angular flux within the medium must be continuous.
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at any point at which there are no localized sources. For a surface source on a surface \( \Gamma \), integration of transport Eq. (1) yields the jump condition

\[
\langle \psi(\cdot, \Omega) \rangle = S_\Gamma(r, \Omega) / \Omega \cdot n , \quad r \in \Gamma ,
\]

where the brackets denote the value of the discontinuity of the angular flux \( \psi(r, \Omega) \) in the direction \( n \), and \( S_\Gamma \) is the magnitude of the surface source.

The angular flux \( \psi_- \) entering the boundary \( \partial D \) can be decomposed as

\[
\psi_- = \psi_o + \psi_h ,
\]

where \( \psi_o \) is the inhomogeneous component and \( \psi_h \) is the homogeneous part, which we assume has the form

\[
\psi_h(x_-) = \beta \psi = \int \beta(x'_+ - x_-) \psi(x'_+) dx'_+ .
\]

Here \( x_- = (r, \Omega) \in \partial X_- \) and \( x'_+ = (r', \Omega') \in \partial X_+ \) are points in phase space with spatial coordinates \( r \) and \( r' \) on the boundary \( \partial D \), and \( \Omega \) is an incoming direction while \( \Omega' \) is an outgoing one. The four-dimensional area element \( dx'_+ \) is the differential surface element \( dA' d\Omega' \) involving the element of surface area \( dA' \) on \( \partial D \). Depending on the kernel \( \beta(x'_+ - x_-) \), a variety of boundary conditions can be represented, including reflection, translation, and periodic conditions. In practical calculations, the local reflection conditions often take the form

\[
\beta(r) = \text{local albedo } \quad \delta_A = \text{delta function that reduces a volume integral to an integral over the two-dimensional surface } \partial D \]

\[
\delta_2(\Omega' \cdot \Omega) = (2\pi)^{-1} \delta(\Omega' \cdot \Omega - 1) , \quad \text{i.e., the Placzek delta function} \]

\[\Omega_R = \Omega - 2(\Omega \cdot n)n.\]

A boundary condition that is often used in reactor cell calculations is that of uniform isotropic reflection (i.e., the "white" boundary condition), for which

\[
\beta(x'_+ - x_-) = \beta(\pi A)^{-1}(\Omega' \cdot n) .
\]

Here the albedo \( \beta \) is the fraction of neutrons re-entering the body uniformly and isotropically, and \( A \) is the area of the surface \( \partial D \). In this case, the reflected flux given by Eq. (10) can be written (in the usual notation) as

\[
\psi_h(r, \Omega) = \beta(\pi A)^{-1} \int dA \int_{2\pi} (\Omega' \cdot n) \psi(r, \Omega') d\Omega' ,
\]

where the integral over \( d\Omega' \) is taken only for the outgoing directions \( (\Omega' \cdot n) > 0 \).

I.B.2. Integral Form

The integral equation is derived by integrating along the characteristics of the differential operator (i.e., the neutron streaming trajectories) and can be written as

\[
\psi = T(q + S_-) ,
\]

where the integral operator \( T \),

\[
Tf = \int_{\partial \Delta} t(x' \to x) f(x') dx'
\]

\[
= \int_D \int_{0}^\pi t(r', \Omega' \to r, \Omega) f(r', \Omega') dr'd\Omega' ,
\]

is the inverse of the differential operator \( L \). The kernel \( t \) is the uncollided neutron angular flux at \( x = (r, \Omega) \) due to a localized source at \( x' = (r', \Omega') \), i.e., the uncollided angular flux at \( (r, \Omega) \) produced by a unit source at \( r' \) in direction \( \Omega' \). Formally, this kernel is the Green's function solution of

\[
Lt = \delta(x' - x) , \quad \text{in } X ,
\]

\[
t = 0 , \quad \text{on } \partial X_- ,
\]

where \( \delta(x' - x) = \delta(r' - r) \delta_2(\Omega' \cdot \Omega) \). In Eq. (13),

\[
q = H\psi + S = \int \Sigma_s(r, \Omega' \to \Omega) \psi(r, \Omega') d\Omega' + S(r, \Omega)
\]

\[
is the volumetric angular emission density, and the surface source \( S_- \) accounts for the boundary contributions,

\[
S_- = - (\Omega \cdot n) \psi \delta_2(x) .
\]

Here we introduce the special delta functions

\[
\int f(x) \delta_2(x) dx = \int f(x_z) dx_z .
\]

When the domain \( D \) is convex, the uncollided angular flux also may be written as

\[
t(x' \to x) = \delta_2(\Omega_s \cdot \Omega') \frac{e^{-r}}{S_z^2} \delta_2(\Omega_s \cdot \Omega) .
\]

In this expression, \( s = r - r' \), \( \Omega_s \) is the unit vector \( s/s \), and \( \tau(r', r) \) is the optical distance from \( r' \) to \( r \):

\[
\tau = \int_0^r \Sigma(r' + t \Omega_s) dt .
\]

---

Physically, the first factor in Eq. (17) indicates that only particles emitted in direction \( \Omega_x \) are followed, the second factor gives the geometric and material attenuation of the angular flux between \( \mathbf{r}' \) and \( \mathbf{r} \), and the third factor selects the appropriate direction \( \Omega \). With the aid of Eq. (17), the integral equation yields the well-known form

\[
\psi = \int_\Omega q(\mathbf{r} - s \Omega, \Omega) e^{-\tau} ds + \psi(x_{rb}, \Omega) e^{-\tau-} , \tag{18}
\]

where \( \tau = \tau(\mathbf{r} - s \Omega, \mathbf{r}) \), \( x_{rb} \) is the point on the surface \( \partial D \) defined by \( x_{rb} = \mathbf{r} - s_b \Omega \), with \( s_b \geq 0 \), and \( \tau_- = \tau(x_{rb}, \mathbf{r}) \) is the optical distance from \( x_{rb} \) to \( \mathbf{r} \).

An equivalent way of constructing the integral form of the transport equation is to include the homogeneous component of boundary condition (9) in the Green’s function. The new form of the integral equation is

\[
\psi = \overline{T}(q + S) , \tag{19}
\]

where the kernel of the integral operator \( \overline{T} \) satisfies

\[
\overline{T} = \delta(x - x') \quad \text{in } X , \quad \overline{T} = \beta \overline{T} \quad \text{on } \partial X_-. \quad \tag{20}
\]

The surface source \( S \) is given by Eq. (16) except that the surface contribution \( \psi_\sigma \) that in equation is replaced by only the inhomogeneous part \( \psi_\sigma \).

In the case of white boundary condition (12), one can obtain a useful relation between Green’s functions \( \overline{\psi} \) and \( \overline{t} \), namely

\[
\overline{t}(x' \rightarrow x) = t(x' \rightarrow x) + (\pi A)^{-1} \exp[-\tau_\sigma(x')] \times [\beta/(1 - \beta P_{SS})] \exp[-\tau_\sigma(x)] . \tag{21}
\]

Here \( \tau_\sigma(x) \) denotes the optical distance in direction \( \pm \Omega \) from point \( \mathbf{r} \) to the surface \( \partial D \), and \( P_{SS} \) is the probability that neutrons, entering the body uniformly and isotropically, will escape without undergoing a collision:

\[
P_{SS} = (\pi A)^{-1} \int \delta(\mathbf{r}' - \mathbf{r}) \exp[-\tau_\sigma(x')] dx' . \tag{22}
\]

In Eq. (20), the factor \((\pi A)^{-1} \exp[-\tau_\sigma(x)]\) represents the uncollided angular flux at \( x \) produced by one neutron entering uniformly and isotropically the body, and the factor \( \exp[-\tau_\sigma(x')] \) is the uncollided escape probability from a source \( \delta(x - x') \).

**1.B.3. Surface-Integral Form**

The steady-state neutron distribution within a body is uniquely defined by the incoming angular flux and by the internal sources. This fact is used to derive the third form of the transport equation by relating (via Placzek’s lemma) the flux within a homogeneous body to that in an infinite body.

Let us now assume a body \( D \) with boundary \( \partial D \) to be homogeneous and surrounded by vacuum and let \( \psi \) be the angular flux produced by all internal and external sources. Now suppose that the same homogeneous material fills all space, that the sources outside \( \partial D \) are suppressed, and that the artificial surface source

\[
S_b = -\langle \Omega \cdot \mathbf{n} \rangle \psi \int_D \delta(x' - r) dA' \tag{23}
\]

is added. (The integral on the right side amounts to a delta function, which will reduce a volume integral into an integral over surface \( \partial D \).) For \( \mathbf{n} \cdot \mathbf{r} < 0 \), the source \( S_b \) reproduces the incoming angular flux of the original problem, while for \( \mathbf{n} \cdot \mathbf{r} > 0 \) it equals the negative of the outgoing flux. When added to the outgoing angular flux, the net effect of the negative part of the surface source is to cancel out all neutrons leaving the system.

Since there are effectively no neutrons outside the original domain \( D \), the angular flux solution (the one that vanishes at infinity) of the postulated infinite medium problem equals, within \( D \), the solution \( \psi \) of the original problem. This allows us to express the desired solution \( \psi \) in terms of the infinite-medium Green’s function

\[
\psi = T_B(S + S_b) = \int_X t_B(x' \rightarrow x) \times S(x') + S_b(x') dx' , \quad \text{in } X . \tag{24}
\]

The integral operator \( T_B \) is the inverse of the transport operator \( B \) of Eq. (2); the kernel of \( T_B \) is the infinite medium Green’s function satisfying the equation

\[
B t_B = \delta(x - x') , \quad \text{all } x , \quad t_B \text{ bounded at } \infty .
\]

This Green’s function \( t_B(x' \rightarrow x) \) is the total angular flux at \( x = (\mathbf{r}, \Omega) \) produced by a neutron emitted at \( x' = (\mathbf{r}', \Omega') \).

The final form of the surface-integral transport equation follows by specializing Eq. (24) to the points on the surface \( \partial D \):

\[
\psi = \int_X t_B(x' \rightarrow x) S(x') dx' - \int_{\partial X} t_B(x' \rightarrow x) (\Omega' \cdot \mathbf{n}) \psi(x') dx' , \quad \text{on } \partial X . \tag{25}
\]

The second term in this equation, which is an integral on the boundary \( \partial D \) and in all directions, arises from the artificial surface source \( S_b \). Once \( t_B \) is known, such a transport equation allows calculation of the angular flux on the surface of a medium without knowledge of the flux inside. For one-dimensional geometries, this infinite-medium Green’s function can be computed in a straightforward manner.
I.C. Numerical Approximation Techniques

Any numerical approximation of the transport equation is the result of some discretization procedure such that

1. the angular flux function is replaced by a finite set of \( N \) values

2. the transport equation is replaced by a set of approximate algebraic equations for calculation of these values.

The technique used to derive this approximation may be based on a direct discretization of the transport operator, or on an expansion of the angular flux in terms of a finite set of functions, or on a combination of the two.

One of the desirable properties of a good numerical technique is that the approximate angular flux will "converge," with increasing values of \( N \), to the true flux. Although convergence assures that the approximate solution for the angular flux ultimately will be everywhere positive and that local neutron balance will be preserved, it is highly desirable that these two properties hold even for small \( N \).

By local neutron balance we mean the usual conservation equation satisfied by the total flux \( \phi \) and the net current \( J \). This equation is obtained by direct integration of the transport equation over all directions,

\[
\nabla \cdot J = S_t - \Sigma_\alpha \phi ,
\]

where \( S_t \) is the angle-integrated (total) source and \( \Sigma_\alpha \) is the absorption cross section.

I.C.1. Expansion Methods

The three forms of the transport equation may be written formally as

\[
M \psi = S , \quad \text{in} \ X ,
\]

where \( M \) represents an operator acting on some space \( E \) of regular functions defined on domain \( X \), and \( S \) is the source term. A numerical solution of this equation is equivalent to solving an approximate equation of the type\(^{23,24}\)

\[
\tilde{M} \tilde{\psi} = \tilde{S} , \quad \text{in} \ X ,
\]

in some finite \( N \)-dimensional space \( E_N \), which is usually a subspace of \( E \). This approximate solution \( \tilde{\psi} \) may be written as

\[
\tilde{\psi} = \sum_{n=1}^{N} \psi_n f_n \ ,
\]

where the \( f_n, n = 1 \) to \( N \) is a set of linearly independent functions spanning \( E_N \). The determination of the expansion coefficients \( \psi_n \) is done in such a way as to minimize the residual \( e \) obtained by substituting the approximate solution in the exact equation

\[
e = M \tilde{\psi} - S .
\]

The nature of the expansion method depends on how this minimization is done. The collocation method consists of choosing \( N \) points \( x_n \in X, n = 1 \) to \( N \) \( and requiring that the residual identically vanish at these points. This results in the following set of algebraic equations for the evaluation of the expansion coefficients \( \psi_n \):

\[
\sum_{m=1}^{N} M_{nm} \psi_m = S_n , \quad n = 1 \text{ to } N ,
\]

where

\[
M_{nm} = (M f_m)(x_n) ,
\]

and

\[
S_n = S(x_n) .
\]

This system of equations will give a solution if the collocation points \( x_n \) are selected so that the matrix of elements \( M_{nm} \) is not singular.

The projection technique, another scheme for constructing approximate equations, relies on the existence of a scalar product in space \( E \) of the form

\[
(f,g) = \int \! fg \, dx , \quad f,g \in E .
\]

In this technique, an \( N \)-dimensional subspace \( F_N \subset E \) is selected, and the approximate equations are obtained by forcing to zero the projection of the residual onto \( F_N \). If \( P \) denotes the orthogonal projection operator \( P : E \to F_N \), then the approximate equations are given by

\[
P M \tilde{\psi} = P S .
\]

In practice, the operator \( P \) can be constructed using a set \( \{ \xi_n, n = 1 \) to \( N \} \) of orthonormal basis functions in \( F_N \). For an arbitrary function \( f \), the action of the projection operator \( P \) on \( f \) is given by

\[
P f = \sum_{n=1}^{N} (\xi_n, f) \xi_n .
\]

With the aid of this expression, and the fact that the \( \xi_n \) are linearly independent, substitution of expansion (25) into Eq. (27) yields a set of equations of the form of Eq. (26) for the expansion coefficients \( \psi_n \).

The approximation obtained with the projection

---


technique is generally called the weighted residual approximation. The particular case of interest here, called the Galerkin-Petrov method, results from the choice \( F_N = E_N \), for which
\[
M_{nm} = (f_n, M_f m)
\]
and
\[
S_n = (f_n, S)
\]
in Eq. (26). Hereafter, this approximation is simply referred to as the projection method.

I.C.2. Quadrature Method

To complete this discussion, we need to consider the numerical methods obtained from the use of a quadrature formula of the form
\[
\int f(r) dr \sim \sum_{n=1}^{N} V_n f(r_n) ,
\]
where the \( \{r_n, V_n, n = 1 \text{ to } N\} \) are, respectively, the nodes and positive weights of the integration formula. Use of this formula for a constant function shows that the sum of the \( V_n \) yields the total volume \( V \), so the weights \( V_n \) may be interpreted as the volumes associated with the nodes.

Such a quadrature formula can be used, for example, to obtain a numerical approximation for an integral equation
\[
\phi = G\phi + S,
\]
with integral operator \( G \). After use of the quadrature formula to evaluate \( G\phi \), and after specialization of the resulting equation to the nodes \( r_n \), one obtains
\[
\phi_n = \sum_{m=1}^{N} g(r_m \rightarrow r_n) V_m \phi_m + S_n, \quad n = 1 \text{ to } N ,
\]
where \( g(r' \rightarrow r) \) is the kernel of the operator \( G \) and \( S_n = S(r_n) \). This system of equations gives the approximate values \( \phi_n = \phi(r_n) \) of the unknown function \( \phi \) at the nodes of integration. Equation (30) also can be viewed as the result of using the “expansion”
\[
\phi(r) = \sum_{n=1}^{N} \phi_n V_n \delta(r - r_n)
\]
in the collocation method with collocation points \( \{r_n\} \).

Whenever the kernel \( g(r' \rightarrow r) \) is singular the \( g(r_n \rightarrow r_n) \) are not defined. However, when this kernel is integrable, one way of circumventing this difficulty is to rewrite Eq. (29) in the form
\[
(1 - G1)\phi = \int g(r' \rightarrow r) [\phi(r') - \phi(r)] dr' + S ,
\]
provided that the integral
\[
(G1)(r) = \int g(r' \rightarrow r) dr'
\]
can be obtained analytically. Then the previous procedure yields
\[
[1 - (G1)(r_n)]\phi_n = \sum_{m=1}^{N} g(r_m \rightarrow r_n) V_m (\phi_m - \phi_n) + S_n, \quad n = 1 \text{ to } N .
\]

II. INTEGRODIFFERENTIAL EQUATION METHODS

In this section, we consider five well-known methods for solving the integrodifferential transport equation. In the first, the singular eigenfunction method, the angular flux is calculated in terms of solutions of the homogeneous transport equation. For plane geometry, these solutions are obtained by separating the spatial and angular variables with the substitution \( \phi(r, \phi) \exp(-z/\nu) \); this results in a homogeneous Fredholm integral equation of the second kind for \( \phi(r, \phi) \). The novelty of the method is that a complete set of eigenfunctions can be obtained by including solutions that correspond to the continuous spectrum of the operator.

The common feature of the spherical harmonics and the discrete ordinates methods is that an approximation is used to eliminate the integral term of the transport operator. This results in a set of differential equations that are handled by classical numerical techniques or, in plane geometry, by analytical methods. In the spherical harmonics method, the integral term is treated by expanding the flux in terms of eigenfunctions of the integral operator, i.e., the spherical harmonics. After truncation of the expansion, this approximation yields a set of coupled ordinary differential equations for the expansion coefficients.

In the discrete ordinates approximation, a numerical quadrature in the angular variable is used to simplify the integral term of the transport equation. This results in a set of coupled ordinary differential
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equations for the angular fluxes in the directions specified by the quadrature formula; these equations are solved by a finite difference technique (the most widely used integrodifferential method) or by the method of characteristics. In both cases, the domain is decomposed into homogeneous cells within a geometrical mesh and a conservation equation is used to relate the fluxes within a cell. In the finite difference approach, the conservation relation is supplemented with auxiliary relations (such as the diamond difference approximation). In the method of characteristics, on the other hand, an integration along neutron trajectories is used to relate outgoing and incoming angular fluxes for a cell.

The finite element method has been adapted, in the last decade, from other fields of engineering to treat the angular and/or spatial variable in neutron transport problems. This method can be viewed as a projection technique in which the flux is expanded locally on piecewise polynomials.

II.A. Singular Eigenfunction Expansions

The singular eigenfunction expansion method is a formally exact technique for solving the integrodifferential transport equation. The primary usefulness of the method is in the understanding of the mathematical structure of the equation and the general behavior of its solutions. The method is closely related to the Wiener-Hopf resolvent integration and transmission matrix methods. Our interest here in the singular eigenfunction method is only to show how the method is related to other numerical methods, although in fact this formally exact method has been used for benchmark calculations that require the numerical evaluation of Cauchy principal-value integrals.

The method is modeled after the Fourier approach to partial differential equations: the solution of the transport equation in each homogeneous region of the medium is written as the sum of a particular solution and a linear combination of solutions of the homogeneous transport operator. The homogeneous part of the solution is selected so that the interface and external boundary conditions are satisfied. A key step in the procedure is the construction of a complete set of solutions of the homogeneous transport equation. In fact, this problem is so difficult that only in simple one-dimensional geometries has the technique been used for numerical calculations.

The essence of the method can be understood by considering the case of plane geometry given by Eq. (7). In this geometry, the spatial and angular variables may be separated with the ansatz \( \phi_n(\mu) \exp(-z/\nu) \). The result is

\[
(\nu - \mu)\phi_n = (c\nu/2)g(\nu, \mu) ,
\]

where

\[
g(\nu, \mu) = (2/c)\sum_{k=0}^{\infty} (2k + 1)f_k g_k(\nu)P_k(\mu) .
\]

The \( g_k(\nu) \) is the \( k \)th Legendre component of \( \phi_n \), i.e.,

\[
g_k(\nu) = \int_{-1}^{1} P_k(\mu)\phi_n(\mu)d\mu .
\]

The formal solution of Eq. (32) may be written as

\[
\phi_n = \frac{c\nu}{2\nu - \mu}g(\nu, \mu) + \lambda(\nu - \mu)
\]

where, when performing integrals over \( \nu \) or \( \mu \), the integral of the first term is to be interpreted as a Cauchy principal value integral. Since Eq. (32) is homogeneous in \( \phi_n \), we can select the normalization condition

\[
\int_{-1}^{1} \phi_n(\mu)d\mu = g_d(\nu) = 1 .
\]

The remaining \( g_k(\nu) \) are calculated by multiplying Eq. (32) by \( P_k(\mu) \) and integrating over \( -1 \leq \mu \leq 1 \). This gives the recursion relation

\[
(k + 1)g_{k+1}(\nu) - \nu h_k g_k(\nu) + kg_{k-1}(\nu) = 0
\]

with the coefficients

\[
h_k = (2k + 1)(1 - cf_k).
\]

As a consequence of the normalization condition and the recursion relation, the \( g_k(\nu) \) are polynomials of order \( k \), alternatively even and odd; in particular, this implies that \( g(-\nu, -\mu) = g(\nu, \mu) \). For a purely absorbing medium \((c = 0)\), the \( g_k(\nu) \) reduce to the Legendre polynomials. A compact expression for the \( g_k(\nu) \) is
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given by the determinant

\[ g_{k+1}(\nu) = \frac{1}{(k+1)!} \begin{vmatrix} h_0 \nu & 1 & 0 & 0 & \cdots & 0 \\ 1 & h_1 \nu & 2 & 0 & \cdots & 0 \\ 0 & 2 & h_2 \nu & 3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & k \ h_k \nu \end{vmatrix} \]

where the inner product is

\[ (f, g) = \int_{-1}^{1} f(\mu)g(\mu)\mu d\mu \]  

\[ (\phi_{\mu}, \phi_{\nu}) = \delta(\nu - \nu')N(\nu), \]  

where the Dirac delta must be viewed as a Kronecker delta if one or both of the eigenvalues are discrete. The normalization function \( N(\nu) \) is\(^{4,34} \)

\[ N(\nu) = \nu \left\{ \lambda^2(\nu) \left[ \frac{1}{2} \pi c \nu g(\nu, \nu) \right] \right\}, \quad -1 \leq \nu \leq 1, \]

\[ = \frac{1}{2} c \nu^2 g(\nu, \nu) d \Lambda(z)/dz \bigg|_{z=\nu}, \quad \nu = \pm \nu_j. \]

The solution of the transport equation follows by expanding the angular flux in terms of the eigenfunctions as

\[ \psi(z, \mu) = \int_0^1 A(\nu)\phi_0(\mu) \exp(-z/\nu) d\nu + \psi_p(z, \mu). \]  

For realistic problems, one has to use more complicated orthogonality relations. The half-range biorthogonality relation over \( 0 \leq \mu < 1 \) is applied when the incoming angular flux is known (as in the case of a vacuum boundary).\(^{34} \) To treat full-range interface conditions between different media, orthogonality relation (40) must be supplemented with full-range equations involving eigenfunctions of both media.\(^{34,38,39} \)

II.B. Spherical Harmonics Method

The idea behind this method is to separate the spatial and angular dependence of the flux by expanding the solution of the transport equation in terms of a complete set of angular basis functions (the spherical harmonics \( Y_{k}^{l} \)) (Refs. 3, 40, 41, and

\[ g_{k+1}(\nu) = \frac{1}{(k+1)!} \begin{vmatrix} h_0 \nu & 1 & 0 & 0 & \cdots & 0 \\ 1 & h_1 \nu & 2 & 0 & \cdots & 0 \\ 0 & 2 & h_2 \nu & 3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & k \ h_k \nu \end{vmatrix} \]  

The resulting set of equations separates into an infinite set of coupled differential equations; in practice, approximate solutions are constructed by considering expansions on a finite subset of spherical harmonics. Within the context of approximation theory discussed in Sec. I.C, the spherical harmonics (SH) approximation of order N can be viewed as the projection method of Eq. (27) obtained with the subspace $\mathcal{S}_N$ of functions spanned by $|Y_k^l|$, $|l| \leq k$, $k \leq N$.

The SH method may be written in operator notation as

$$PB\psi = PS$$

(44)

Here $\psi \in \mathcal{S}_N$ and $P$ is the orthogonal projection on $\mathcal{S}_N$ given by

$$P = \sum_{k \leq N} Q_k$$

where $Q_k$ is given in Eq. (5). Equation (44) is a system of linear, coupled, first-order differential equations for the expansion coefficients $\psi_k^{(r)}$ of the approximate solution $\psi$. These equations can be solved numerically by a finite difference approximation or by the finite element method.

In plane geometry, the only case we shall examine, the equations are amenable to analytical solution and the SH method becomes the Legendre polynomial or $P_N$ method. As might be expected, this solution is closely related to that of the singular eigenfunction expansion method. For the sake of simplicity, we consider only the case of azimuthal symmetry, for which the angular flux depends only on $z$ and $\mu$. Then the approximate solution on $\mathcal{S}_N$ may be written as

$$\psi(z,\mu) = \sum_{k \leq N} \frac{(2n + 1)}{2} \psi_n(z) P_n(\mu)$$

(45)

and the projection $P$ reduces to

$$P\psi = \sum_{n \leq N} \frac{2}{2n + 1} P_n(\mu) \int_{-1}^{1} P_n(\mu') \psi(z,\mu') d\mu'$$

(46)

Using these results, and the recursion relation for Legendre polynomials, Eq. (44) yields the $P_N$ system of first-order differential equations

$$B\psi = S$$

Here $\psi(z) = (\psi_n)$ is the vector of $N + 1$ components $\psi_n(z)$, $n = 0$ to $N$, $S(z) = (S_n)$, and $B = (B_{nm})$ is a symmetric tridiagonal matrix operator with nonzero elements

$$B_{nn} = h_n = (2n + 1)(1 - c_{n})$$

and

$$B_{n,n+1} = (n + 1) \partial_z$$

(47)

The solution of the system of Eqs. (46) can be written as a particular solution $\psi_p$ plus a homogeneous solution. The latter is a linear combination of the $N + 1$ linearly independent solutions of the homogeneous matrix equation

$$B\psi = 0$$

A solution of this equation is derived in the standard way; we substitute $g(\nu) \exp(-z/\nu)$ and obtain the equation

$$B(\nu)g(\nu) = 0$$

(48)

where $B(\nu)$ is the matrix obtained from $B$ by replacing $\partial_z$ with $-1/\nu$. The condition for a nontrivial solution of this equation is that $\nu$ be a root of the characteristic equation $|B(\nu)| = 0$. Comparison of this determinant with that of Eq. (38) shows that

$$|B(\nu)| = (N + 1)!(S_{N+1}(\nu))$$

(49)

which implies that the characteristic roots of Eq. (48) are the nonzero solutions of

$$g_{N+1}(\nu) = 0$$

(50)

For $N$ even, the odd polynomial $g_{N+1}(\nu)$ has a root $\nu = 0$ and therefore Eq. (47) has only $N$ linearly independent solutions. This is one indication that the $P_{N+1}$ method for odd $N$ may give inferior results to those obtained from the (odd-order) $P_N$ approximation, and indeed this has generally been observed in $P_N$ calculations; hence we consider only odd $N$ approximations.

For odd $N$, the even polynomial $g_{n+1}(\nu)$ has $(N + 1)/2$ pairs of roots denoted as $\pm \nu_j$, $j = 0$ to $(N - 1)/2$, where $|\nu_0| > |\nu_1| > |\nu_2|$, etc. For $c < 1$, all these zeros are real and finite, while for $c = 1$ the values of $\pm \nu_j$ coalesce at infinity. When $c > 1$, the root $\nu_0$ is imaginary and finite, $|\nu_0|^2$ again represents the material buckling of the multiplying medium.

To calculate the eigenvectors $g(\nu_j) = (g_{n}(\nu_j))$, we adopt the normalization condition $g_n(\nu_j) = 1$. Then, comparison of Eq. (48) with recursion relation (37) shows that $g_n(\nu_j)$ is the value of the $g_n(\nu)$ polynomial at $\nu = \nu_j$. This explains the notation selected for $g_n$.

Finally, the general solution to Eq. (46) may be written as

$$\psi(z) = \int_{\sigma_N} A(\nu) g(\nu) \exp(-z/\nu) d\nu + \psi_p(z)$$

(51)

where the integral over $\sigma_N$ denotes the sum over the set $\sigma_N = \{ \pm \nu_j, j = 0 \to (N - 1)/2 \}$ and the $A(\nu)$ are the expansion coefficients. Use of this result in...
Eq. (45) leads to the $P_N$ solution to the transport equation

$$\psi(z, \mu) = \int_{\sigma_N} A(\mu) \phi^N_p(\mu) \exp(-z/\nu) d\nu + \psi_p(z, \mu).$$

(51)

Here we have defined $\phi^N_p(\mu)$ as the Legendre expansion of order $N$,

$$\phi^N_p(\mu) = \sum_{n \in N} \frac{2n+1}{2} g_n(\nu) P_n(\mu), \quad \nu \in \sigma_N,$$

(52)

which implies that

$$g_n(\nu) = \int_{-1}^{1} P_n(\mu) \phi^N_p(\mu) d\mu, \quad \nu \in \sigma_N.$$

The similarity between the singular eigenfunction expansion (42) and the $P_N$ expansion (51) is not surprising. For sufficiently large $N$, the first few pairs $\pm v_0, ..., \pm v_J$ in $\sigma_N$ approximate the discrete eigenvalues from Eq. (39), while the remaining pairs are in the interval $[-1, 1]$. As $N$ increases, the pairs $\pm v_J, j > J$, fill this interval even more densely until, in the limit, the whole interval $[-1, 1]$ is reproduced so that $\sigma_N \to 1$.

In the sense of this limit, let $\nu_N \to \nu$ for $\nu_N \in \sigma_N$; then Eqs. (34) and (52) show that $\phi^N_p$ converges to $\phi_p$ (in the $L_2$ norm) as

$$\int_{-1}^{1} |\phi^N_p - \phi_p|^2 d\mu \to 0.$$

It should be pointed out that in the classical introduction to the $P_N$ method, the $P_N$ equations are obtained by expanding $\psi(z, \mu)$ in terms of Legendre polynomials [in Eq. (45) with $N \to \infty$]. Then, an infinite set of coupled differential equations for the $\psi_p(z)$ is obtained by multiplying the transport equation by $P_m(\mu)$ and integrating over $(-1, 1)$; the set is truncated with the condition

$$d\psi_{n+1}(z)/dz = 0$$

(53)

to recover Eq. (46).

We now examine two variations of the spherical-harmonics approximation in plane geometry, the "asymptotic $P_N$" and the "double $P_N$" methods. The essential feature of the asymptotic $P_N$ method, abbreviated as $AP_N$, is to ensure that the asymptotic eigenvalues $\pm v_0$ equal those from the singular eigenfunction method (which can be viewed as a $P_\infty$ method). In one variation of the $AP_N$ method, the exact $v_0$ is obtained directly as the largest root of $\Lambda(\nu)$ in Eq. (39), while the remaining eigenvalues $\nu_j, j \geq 1$, are obtained as the nonasymptotic values from Eq. (50) (Ref. 46). In an earlier approach to the $AP_N$ method, however, the entire set of eigenvalues were obtained from the determinant

$$\begin{vmatrix}
    h_{00} & 1 & 0 & \cdots & 0 \\
    1 & h_1 \nu & 2 & \cdots & 0 \\
    0 & 2 & h_2 \nu & 3 & \cdots & 0 \\
    \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
    0 & 0 & 0 & [N + (N + 1) \alpha_N] & h_N \nu & 0 \\
\end{vmatrix} = 0,$$

rather than from Eq. (50). The largest root $\nu_0$ coincides with the exact one with the selection of the $\alpha_N$ such that $\alpha_N = g_{n+1}(\nu)/g_{n-1}(\nu)$; such an $\alpha_N$ corresponds to a truncation condition of

$$\psi_{n+1}(z) = \alpha_N \psi_{n-1}(z),$$

rather than Eq. (53).

For locations far from interfaces and localized sources, where the flux is nearly asymptotic, the $AP_N$ method is superior to the corresponding $P_N$ approximations; however, the $AP_N$ method gives worse results when the flux is far from asymptotic. The essential idea of the double $P_N(DP_N)$ method, sometimes referred to as Yvon’s method, is to use a separate Legendre polynomial expansion over each half range of $\nu$ (Refs. 3, 4, and 6). Near strong discontinuities in the material properties, this representation allows one to account for a possible discontinuity at $\mu = 0$ in the angular flux. Even with a few terms in the approximation, such an expansion generally provides a good fit to a rapidly varying angular flux.

The $DP_N$ equations are obtained by applying the projection technique on the space of functions spanned by $P_n(\mu), n \leq N$, for

$$P_n(\mu) = \begin{cases} 
    P_n(2\mu + 1), & \mu \geq 0 \\
    0, & \text{otherwise}
\end{cases}$$

The corresponding expansion for the angular flux is

$$\psi(z, \mu) = \sum_{n < N} (2n + 1) \left( \psi_p^+(z) P_n^+(\mu) + \psi_p^-(z) P_n^-(\mu) \right).$$

(46)

Then Eq. (44) yields $2(N + 1)$ coupled equations instead of the $(N + 1)$ equations in the normal $P_N$ method. The equations for $\psi_p^+(z)$ and $\psi_p^-(z)$ are coupled through the scattering term of the transport
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equation, and therefore the solution of the $DP_N$ equations generally involves about the same amount of work as for the $P_{2N+1}$ equations.

Let us now briefly consider the boundary conditions to be used with these methods. A natural set of boundary conditions, the so-called “moment boundary conditions,” follows by projecting the exact boundary conditions onto the set of Legendre polynomials used in the expansion. By this procedure the jump condition in Eq. (8) yields the $(N + 1)$ interface equations

$$
\psi_n(z_0^+) - \psi_n(z_0^-) = \int_0^1 P_n(\mu) S_n(\mu) \mu^{-1} d\mu ,
$$

for the $P_N$ and $AP_N$ methods, where the $S_n(\mu)$ accounts for any localized source at $z_0$. Similarly, the moment conditions for an external boundary on the left side $z_0$ of the body are

$$
\int_0^1 P_n(\mu) \psi(z_0, \mu) d\mu = \int_0^1 P_n(\mu) \psi(z_0, \mu) d\mu ,
$$

These boundary conditions also are known as the Marshak conditions. The equation with $n = 1$ ensures, as in diffusion theory, continuity of the incoming neutron current; the choice of the remaining $(N - 1)/2$ odd moments for the remaining conditions admittedly is somewhat arbitrary.

A second procedure for obtaining boundary conditions for the $P_N$ methods is to precisely fit the exact boundary conditions at the $(N + 1)$ discrete angles $\pm \mu_k$, $k = 0$ to $(N - 1)/2$; for an external surface, only half the directions are used, and the corresponding discrete-angle equations are called the Mark boundary conditions. The angles $\pm \mu_k$ are paired to ensure rotational invariance, and normally are selected as roots of the equation $P_{N+1}(\mu) = 0$.

It is generally believed that the use of the moment conditions will lead to better accuracy for the solutions when $N$ is low (perhaps $N \leq 5$ or 7, depending on $c$) and the discrete-angle conditions are preferable when $N$ is larger. For weakly absorbing media, however, the Marshak vacuum boundary conditions actually provide more accuracy than the Mark vacuum boundary conditions for $1 \leq N \leq 19$.

At this point, a brief comparison of the ordinary, asymptotic, and double $P_N$ methods is appropriate. At an interface, the ordinary $P_N$ method is superior to the $AP_N$ approach, but inferior to the $DP_N$; however, far from an interface, the $P_N$ is better than the $DP_N$ and inferior to the $AP_N$. A detailed comparison of the $P_N$ and $DP_N$ methods has been given by Williams. In general, the $DP_N$ and $AP_N$ have not been widely adopted; of the three variants of $P_N$ theory, the ordinary $P_N$ method is the usual approach followed for numerical calculations.

II.C. Discrete Ordinates Methods

In this method, a finite set of $N$ angular directions $\Omega_m$ and associated weights $w_m$ is used to define a quadrature formula on the sphere $s_2$. Using this formula, the integral term of the transport equation simplifies to a linear combination of the angular fluxes $\psi_m(r) = \psi(r, \Omega_m)$. Then a set of $N$ coupled differential equations for the $\psi_m(r)$ is obtained by specialization of the transport equation to the set of directions $\Omega_m$, $m = 1$ to $N$.

The treatment of the spatial variable is based on a decomposition of the domain into a set of cells defined by a spatial mesh. For a given direction $\Omega_m$, the angular fluxes $\psi_m(r)$ in a cell are described by a finite number of values, such as cell- or side-averaged fluxes. A cell-to-cell solution algorithm is characterized by

1. the formula used to calculate the emerging angular fluxes in terms of the entering angular fluxes and the volumetric source term

2. the formula used to update the source in terms of the cell angular fluxes.

There are two general philosophies for constructing such an algorithm. In the finite difference approximation, neutron balance over the cell constitutes the basic relation connecting the cell- and side-averaged fluxes; this equation must be supplemented with auxiliary relations, such as the diamond difference approximation. In the method of characteristics, the transport equation is integrated within a cell, along a set of neutron trajectories (or “characteristics”), to link the emerging angular fluxes to the entering angular fluxes and internal sources; the source term is obtained either by interpolation of the cell angular fluxes or from neutron balance arguments.

In the special case of plane geometry, there is also the possibility of solving the discrete ordinates equations in an analytical manner. Here we will first consider this “analytic discrete ordinates” method (or Wick-Chandrasekhar) and illustrate its connection with the singular eigenfunction and $P_N$ methods. We discuss the more general finite difference approach and the method of characteristics afterwards.

II.C.1. Analytic Discrete Ordinates

In plane geometry, let $\{\mu_m, w_m, m = 1 \to N\}$ be the set of directions and associated weights defining

the quadrature formula. Then for any function \( f(\mu) \), we write
\[
\int_{-1}^{1} f(\mu) d\mu \sim \sum_{m=1}^{N} f(\mu_m) w_m = \int_{S_N} f(\mu) d\mu ,
\]
where the last integral symbol denotes the sum over the nodes in \( S_N = \{ \mu_m, m = 1 \text{ to } N \} \). This formula is now applied to the integral term in Eq. (7). Then the corresponding set of \( N \) coupled differential equations for the angular fluxes \( \psi(z, \mu_n) \) can be written as
\[
(\mu \partial_z + 1) \psi(z, \mu) = \frac{c}{2} \sum_{k=0}^{N} (2k + 1) f_k P_k(\mu) 
\times \int_{S_N} P_n(\mu)^{\prime} \psi(z, \mu^{\prime}) d\mu^{\prime} + S(z, \mu) ,
\]
where \( \mu \in S_N \). (54)

The solution of this system of equations is decomposed, as usual, into a particular solution plus a linear combination of homogeneous solutions. We proceed to calculate the homogeneous solution of the system of Eqs. (54). For a given \( \mu \in S_N \), the corresponding homogeneous equation can be viewed as a linear differential equation for the angular flux \( \psi(z, \mu) \), with a normalization condition on the right side. Thus, as in the singular eigenfunction method, we seek a solution of the form \( \phi_{\nu}^N(\mu) \exp(-z/\nu) \) and obtain the corresponding Eq. (32) except that now the \( g_{k}(\nu) \) in Eq. (34) is replaced by
\[
g_{k}(\nu) = \int_{S_N} P_k(\mu) \phi_{\nu}^N(\mu) d\mu .
\]
If we assume that \( \nu - \mu \) is nonzero, then
\[
\phi_{\nu}^N(\mu) = \frac{c}{2} \frac{\nu}{\nu - \mu} g(\nu, \mu) , \quad \mu \in S_N .
\]
Within the limitation that
\[
\frac{2k + 1}{2} \int_{S_N} P_k(\mu) P_l(\mu) d\mu = \delta_{k_l} , \quad k, l \leq K , \quad (55)
\]
where \( K \) is the order of the anisotropic scattering, the calculation of the \( g_k(\nu) \) is identical to that in the singular eigenfunction method. Hence, if we again select the normalization condition \( g_{d}(\nu) = 1 \), then \( g_k(\nu) \) is the value of the \( k \)th \( g \) polynomial for the eigenvalue \( \nu \).

The admissible values of \( \nu \) are fixed by the normalization condition, which can be written as
\[
\Lambda(\nu) = 0 , \quad (56)
\]
where
\[
\Lambda(\nu) = 1 - \frac{c}{2} \nu \int_{S_N} \frac{g(\nu, \mu)}{\nu - \mu} d\mu . \quad (57)
\]
Except for the trivial case of \( c = 0, \nu = \mu_m \) is not a root of Eq. (56) so we can multiply Eq. (57) by the product of factors \( (\nu - \mu_m), m = 1 \text{ to } N \), and obtain a polynomial in \( \nu \) of order \( N \), which yields the set of \( N \) roots \( \nu_n = \{ \nu_m, n = 1 \text{ to } N \} \). Then the solution for the angular flux can be written as in expansion (51). The coefficients of this expansion are calculated using discrete-angle boundary conditions at the set of directions \( S_N \).

The quadrature formula should preserve all possible rotational symmetries. In plane geometry this implies that the \( \mu_m \) must be symmetric about zero and the weights for two symmetric values must be identical. To avoid the ambiguities associated with the plane geometry transport equation for \( \mu = 0 \), only even \( N \) approximations are used in practice. Also, it is customary to use a Gauss-Legendre quadrature formula because it provides the best integration for polynomials.

To ensure that conditions (55) are satisfied, the order \( N \) of the approximation must be greater than the order \( K \) of the scattering law. Under these conditions it is possible to show that the spectrum \( \sigma_N \) of the analytic discrete ordinates method is identical to the spectrum for the \( P_{N-1} \) method. To prove this, we begin by rewriting Eq. (57) as
\[
\Lambda(\nu) = 1 + c \nu \sum_{k=0}^{N} (2k + 1) f_k g_k(\nu) q_k(\nu) , \quad (58)
\]
where we have used Eq. (33) and the definition
\[
q_k(\nu) = \frac{1}{2} \int_{S_N} P_k(\mu) d\mu .
\]
The function \( q_k(\nu) \) can be written as a polynomial in \( \nu \), of degree \( \leq (N - 1) \), divided by the product of the \( N \) factors \( (\mu_m - \nu), m = 1 \text{ to } N \). These functions obey the recursion relation
\[
(k + 1)q_k+1(\nu) - (2k + 1) \nu q_k(\nu) + kq_{k-1}(\nu) = \delta_{k0} , \quad k \geq 0 , \quad (59)
\]
where \( q_{-1}(\nu) = 0 \). A more convenient form than Eq. (58) can be derived by multiplying recursion relation (37) by \( q_k(\nu) \) and subtracting the result from recursion relation (59) multiplied by \( p_k(\mu) \). After summing over \( k \) from 0 to \( l \), we obtain the Christoffel-Darboux formula
\[
\Lambda(\nu) = (l + 1) \left[ g_l(\nu) q_{l+1}(\nu) - g_{l+1}(\nu) q_l(\nu) \right] , \quad (60)
\]
valid for any \( l \geq K \).

The proof that the spectra are identical is based on the use of this equation for \( l = N \) and on the properties of the functions \( q_k(\nu) \). We first observe that \( q_N(\nu) = 0 \) because the \( \mu_m \) in the \( S_N \) Gauss-Legendre quadrature set are the roots of \( P_N(\mu) = 0 \). Also, for \( k = N \), recursion relation (59) shows that \( q_{N+1}(\nu) \) is proportional to \( q_{N-1}(\nu) \). Repeated use of this recursion relation for \( (N - 1), (N - 2), \ldots, 1 \) demonstrates that \( q_k(\nu) \) equals \( q_{N-1}(\nu) \) times a polynomial in \( \nu \) of degree \( (N - 1) \). Then, since the degree
of the polynomial in the numerator of \( q_0(\nu) \) is just \((N - 1)\), it follows that \( q_{N-1}(\nu) \) and \( q_{N+1}(\nu) \) are of the form of a constant divided by the product of the \( N \) factors \((\mu_m - \nu)\), \( m = 1 \) to \( N \). Finally, Eq. (60) for \( l = N \) can be written in the form

\[
A(\nu) \approx g_N(\nu) \prod_{m=1}^{N} (\mu_m - \nu)
\]

whereupon Eq. (56) for the analytic discrete ordinates method of order \( N \) is equivalent to the corresponding spherical harmonics Eq. (50) for the order \((N - 1)\).

Both the \( S_N \) and the \( P_{N-1} \) approximations give the angular flux in the form of a linear combination of exponentials \( \exp(-z/\nu) \) with the same arguments. Consequently, the two methods yield the same angular flux at the set of directions \( \mu \in S_N \) provided that the discrete-angle boundary conditions are used in the \( P_{N-1} \) calculation.

II.C.2. Finite Difference Discrete Ordinates

The finite difference discrete ordinates approximation has been the subject of intense research, and the results are well documented in numerous reviews.\(^{50-54}\) For this reason we will only illustrate the basic features of the method in some simple cases.

The quadrature set \( \{\Omega_m, w_m, m = 1 \) to \( N \} \) must be selected so that it does not introduce an undesired directional bias. This is normally achieved by requiring that the set \( S_N = \{\Omega_m, m = 1 \) to \( N \} \) be invariant for the main symmetries of the geometry. For example, in plane geometry where the orientation of the axis \( e_z \) is arbitrary, one selects the direction cosines \( \mu_m = \Omega_m \cdot e_z \) such that \( S_N \) contains both \( \mu_m \) and \( -\mu_m \); rotational invariance and reflection arguments are invoked in more general geometries.\(^{50}\) The corresponding weights \( w_m \) must obey the same symmetries and be positive; they may be selected by preserving moment conditions involving the angular integral or by associating an area on the unit sphere about each \( \Omega_m \).

\(^{50}\) C. E. LEE, "The Discrete \( S_n \) Approximation to Transport Theory," LA-2595, Los Alamos National Laboratory (Mar. 1962).


II.C.2.a. Cartesian Coordinates

For a Cartesian geometry, a fixed coordinate system for \( \Omega \) can be used. Then the \( S_N \) approximation to the transport equation consists of the system of \( N \) differential equations

\[
(\Omega \cdot \nabla + \Sigma)\psi = q, \quad \Omega \in S_N.
\]

This set of equations is coupled through the emission density \( q \), which is now approximated as

\[
q = \int_{S_N} \Sigma_s(r, \Omega' \to \Omega)\psi(r, \Omega')d\Omega' + S,
\]

where, as before, the integral on \( S_N \) stands for the weighted sum over the directions in \( S_N \).

The solution of Eq. (61) is achieved by using a numerical approximation for the spatial derivative and by solving the resulting set of algebraic equations. To construct the approximation, we subdivide the spatial domain \( D \) into homogeneous rectangular parallelepiped zones \( D_i \) and integrate Eq. (61) over each zone. After use of the Gauss divergence formula, it follows that

\[
V_i^{-1}\psi = \int_{\partial D_i} \psi dA + \Sigma_i \psi_i = q_i,
\]

where \( V_i \) is the volume of zone \( i \) with total cross section \( \Sigma_i \), \( \partial D_i \) is the surface of this zone, and the \( \psi_i \) and \( q_i \) are volume-averaged quantities. Next, the leakage through the surface is written in terms of surface-averaged fluxes as

\[
V_i^{-1}\psi = \int_{\partial D_i} \psi dA = V_i^{-1} \sum_k \mu_k A_k (\psi_{k+} - \psi_{k-})
\]

where the summation is over the number of dimensions. Here the direction cosine \( \mu_k = \Omega \cdot e_k \), where \( e_k \) is the unit vector in the direction of the \( k \) axis, \( A_k \) is the area of the surface with normal \( e_k \), and \( (\psi_{k+} - \psi_{k-}) \) is the difference of the surface-averaged fluxes in the \( k \) direction.

Since there are more unknowns than equations, it is necessary to introduce a numerical approximation to relate the volume-averaged fluxes to the surface-averaged fluxes. The well-known "diamond difference" approximation gives the additional equations\(^{52,53}\)

\[
\psi_i = (\psi_{i+} + \psi_{i-})/2, \quad all \; k.
\]

A few features of the numerical solution of the finite difference equations can be illustrated by considering the simple case of plane geometry.\(^{55,56}\)
Then the explicit results for the final finite difference equation simplify to
\[
\mu(z_{i+} - z_{i-})^{-1}(\psi_{i+} - \psi_{i-}) + \sum_k (\psi_{i+} + \psi_{i-})/2 = q_i, \quad \mu \in S_N,
\]
where the coordinate index \((k = 1)\) has been dropped. The volume-averaged emission density \(q_i\) is calculated via Eq. (62) in terms of the right/left surface-averaged fluxes \(\psi_{z\pm, m} = \psi_{iz}(\mu_m)\); in particular for isotropic scattering,
\[
q_i = \sum_{m=1}^{N} \frac{\sum_{m=1}^{N} w_m(\psi_{i+, m} + \psi_{i-, m})}{4} + (S_{i+} + S_{i-})/2, \quad \mu \in S_N,
\]
where the diamond difference approximation has been used.

The system of Eqs. (64) may be solved in an iterative way by assuming in each "internal" iteration that the emission term \(q_i\) is known from the previous iteration. For a fixed direction \(\mu \in S_N\), Eq. (64) is successfully solved in the direction of neutron propagation (such that if \(\mu = 0\) is negative then \(\psi_{-}\) is computed in terms of \(\psi_{+, m}\), and vice versa); such a procedure ensures stability.\(^7\) An iteration is begun at a spatial location having a prescribed angular flux (for example, a boundary at which the incoming flux is known), and is continued through the slab in the directions of the prescribed flux until the opposite boundary is encountered; at this point, the second boundary condition is used to calculate the starting values for the march through the slab in the opposite directions, and the procedure is continued until convergence is obtained.

A difficulty with the diamond difference approximation is that its use may produce negative fluxes. To circumvent this undesired feature, the diamond difference approximation is modified, whenever necessary, to ensure positivity.\(^5^3,^5^7\) For instance, one may set to zero the offensive negative flux, or one may use a weighted diamond difference formula,
\[
\psi_i = \gamma \psi_{i+} + (1 - \gamma) \psi_{i-}.
\]
With \(\gamma = 0.5\), the usual diamond scheme is recovered, while the "step approximation" defined by \(\gamma = 1\) or 0 (according to whether \(\mu > 0\) or \(\mu = 0\)) gives a strictly positive scheme. An unpleasant side effect of such a positivity "fix" is that the accuracy of the numerical scheme is lower than that of the diamond difference approach,\(^7,^26\) which is of second order in the mesh size \((z_{i+} - z_{i-})\).

Alternate schemes to the standard diamond difference approximation include\(^5^5,^5^9\) the linear discontinuous approximation, the exponential method, the Hermite-Birkhoff interpolation, and approaches based on the method of characteristics, such as the step, linear, and quadratic\(^6^0\) characteristic schemes. Most of these methods are superior to the diamond difference approximation in plane geometry.\(^5^5,^5^6\)

A desired feature of any numerical approximation to the transport equation is that the number of neutrons be conserved within each local volume, as in Eq. (24). This conservation has been built into the discrete ordinates approximation in Cartesian geometry because the discretization procedure was directly applied to the angle-dependent conservation equation (63) on each spatial zone.

### II.C.2.b. Curvilinear Coordinates

Care must be exercised to ensure neutron conservation when constructing a discrete ordinates approximation to the transport equation in curvilinear geometries. (In these geometries, the direction vector \(\Omega\) is described in a local system of coordinates that depend on the spatial position.) Indeed, since the direction variables continuously change for a streaming neutron, extra terms involving derivatives with respect to the angular variable will appear in the leakage term \(\Omega \cdot \nabla\), hence, discretization may result in a nonconservative scheme. To avoid this, one has to apply the numerical approximation to the proper (i.e., conservative) form of the transport equation.

To write the conservative form of the equation in curvilinear coordinates, the leakage operator \(\Omega \cdot \nabla\), where \(\Omega\) is described in a fixed coordinate system, must be expressed in terms of the local system of coordinates \((\mu, \chi)\), defined by the coordinate transformation \(\mu = \mu(r, \Omega)\) and \(\chi = \chi(r, \Omega)\). Then, in the curvilinear coordinate system \((r, \mu, \chi)\), the leakage operator becomes \(\nabla_\mu \cdot \Omega + R_\Omega\), where \(\nabla_\mu\) acts like \(\nabla\) but only on the spatial variable \(r\), while the angular redistribution operator, \(R_\Omega\), acts on the angular variables as
\[
R_\Omega = (\Omega \cdot \nabla \mu) \partial_\mu + (\Omega \cdot \nabla \chi) \partial_\chi - (\nabla_\mu \cdot \Omega).
\]


Note that although $\Omega$ does not depend on the local spatial variables, the function $\nabla \cdot \Omega$ that arises from the interchange $\nabla \cdot \Omega \rightarrow \nabla \cdot \Omega - (\nabla \cdot \Omega)$ does not necessarily vanish. This is because the divergence of the unit vectors in the local system of coordinates is not always zero. The explicit form for the angular redistribution operator for cylindrical, spherical, and toroidal geometries is given in Table I.

With the new form of the leakage operator, the transport equation appears as

$$(\nabla \cdot \Omega + R_\Omega + \Sigma)\psi = q \quad .$$

(65)

This equation is “conservative” in the sense that the integral over all angles of the angular redistribution term vanishes:

$$\int R_\Omega \psi d\Omega = 0 \quad .$$

(66)

so that Eq. (65) yields the usual conservation Eq. (24).

To obtain the $S_N$ approximation in a curvilinear geometry, we select a quadrature set $\{w_m, \Omega_m, m = 1 \text{ to } N, N \text{ even}\}$ and integrate transport Eq. (65) over the area $w_m$ about $\Omega_m$ on the unit directional sphere. The angular integral of the angular redistribution term can be done analytically, where the remaining terms are integrated with the usual $S_N$ approximation

$$\int_{\Delta \Omega_m} f(\Omega) d\Omega \approx w_m f(\Omega_m) \quad ,$$

where the weight $w_m$ equals the area of $\Delta \Omega_m$. The resulting system of equations may be written as

$$[\nabla \cdot \Omega + \bar{R} + \Sigma] \psi = q \quad , \quad \Omega \in S_N \quad ,$$

where the average angular redistribution term is defined as

$$(\bar{R}\psi)(r, \Omega_m) = w_m^1 \int_{\Delta \Omega_m} R_\Omega \psi d\Omega \quad , \quad m = 1 \text{ to } N \quad .$$

(67)

The finite difference approximation for the spatial leakage term $\nabla \cdot \Omega \psi$ is done in the same way as for a Cartesian geometry. Thus, an integration over each zone $D_i$ results in the following system of algebraic equations for the cell-averaged quantities:

$$V_i^{-1} \sum_k \mu_k [A_{i+k}^k \psi_{i+k}^k - A_{i-k}^k \psi_{i-k}^k]$$

+ $(\bar{R}\psi_i) + \Sigma_i \psi_i = q_i \quad , \quad \Omega \in S_N \quad .$$

(68)

Again the summation is over the number of dimensions and $\mu_k = \Omega \cdot e_k$, where $e_k$ is the unit vector which corresponds to the $k$'th curvilinear coordinate; the $A_{i\pm}$ correspond to the outer/inner surface areas with normal $e_k$.

For each geometry, the volume-averaged $(\bar{R}\psi)$ may be expressed in terms of the volume-averaged fluxes, $\psi_{i,m,l}$, at the edges of the “angular cell” $\Delta \Omega_m$. The index $l$, $l = 1$ or 2, indicates the angular coordinate corresponding to each derivative term in the operator $R_\Omega$. The general expression one obtains is of the form

$$(\bar{R}\psi)_l = \sum_i [a_{i,m,l}^1 \psi_{i,m,l}^1 - a_{i,m,l}^2 \psi_{i,m,l}^2] \quad .$$

(69)

where the $a_{i,m,l}$, which must be calculated for each geometry, depend on the spatial position $i$ and may be shown to be proportional to the surface areas.$^{50}$

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Spatial Coordinates</th>
<th>Components of $\Omega$ in Local Coordinate Systems$^a$</th>
<th>Angular Redistribution Operator $R_\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical</td>
<td>$r, \phi, z$</td>
<td>$(1 - \mu^2)^{1/2} \cos \chi, (1 - \mu^2)^{1/2} \sin \chi, \mu$</td>
<td>$- (1 - \mu)^{1/2} \partial \chi \sin \chi$</td>
</tr>
<tr>
<td>Spherical</td>
<td>$r, \theta, \phi$</td>
<td>$\mu, (1 - \mu^2)^{1/2} \cos \chi, (1 - \mu^2)^{1/2} \sin \chi$</td>
<td>$\frac{1}{r} \partial_\mu (1 - \mu^2) - \frac{(1 - \mu^2)^{1/2}}{r \cot \theta} \partial \chi \sin \chi$</td>
</tr>
<tr>
<td>Toroidal$^b$</td>
<td>$r, \theta, H$</td>
<td>$(1 - \mu^2)^{1/2} \cos \chi, (1 - \mu^2)^{1/2} \sin \chi, \mu$</td>
<td>$- \frac{\sin(\theta + \chi)}{\rho} \partial_\mu (1 - \mu^2)^{1/2} + \partial \chi \left[ \frac{1}{\rho} \frac{\mu^2}{(1 - \mu^2)^{1/2}} \cos(\theta + \chi) - \frac{(1 - \mu^2)^{1/2}}{r \sin \chi} \right]$</td>
</tr>
</tbody>
</table>

$^a$Note that $\mu$ is the component of $\Omega$ with respect to one of the three local coordinate axes, and $\chi$ is the projection of $\Omega$ onto the plane defined by the other two axes.

$^b$In terms of the major radius of the torus $R$, $\rho = R + r \sin \theta$ and $H$ are the polar coordinates of the projection of the point onto the $x$-$y$ plane, and $z = r \cos \theta$. 
To solve the finite difference equations for the set of fluxes

\[ \psi_{i,m}^{k}, \psi_{i,m}^{l}, \psi_{i,m}^{l}; \]

\( i = 1 \) to \( I \), \( m = 1 \) to \( N \), \( k = 1 \) to \( 3 \), \( l = 1, 2, 3 \),

it is necessary to add supplementary equations relating the volume-averaged fluxes \( \psi_{i,m} \) to the surface-averaged fluxes \( \psi_{i,m}^{k} \) and to the volume-averaged fluxes on the edges of the angular cell \( \psi_{i,m}^{l} \). The diamond difference approximation is now generalized to

\[ \psi_{i,m} = \frac{(\psi_{i,m}^{k} + \psi_{i,m}^{k})/2}{\psi_{i,m}^{l} + \psi_{i,m}^{l}}/2, \text{ all } k \]

\[ = \frac{(\psi_{i,m}^{k} + \psi_{i,m}^{k})}{\psi_{i,m}^{l} + \psi_{i,m}^{l}}, \text{ all } l . \]  

(70)

Moreover, additional supplementary equations are needed for boundary conditions on the angular dependence of the angular flux. These equations are usually constructed by considering the special directions for which the angular redistribution term vanishes, i.e., those directions along which the local neutron direction coordinates do not change with streaming\(^{60}\). For example, for one-dimensional spherical geometry, the directions are the trajectories \( \mu = \pm 1 \) passing through the center of sphere, while for cylindrical coordinates the directions are the trajectories that intersect the axis, i.e., \( \mu = \pm 1 \) and \( \chi = 0 \) or \( \pi \) in the notation of Table I.) Another possibility to construct the boundary conditions on the angular dependence is to use a step function approximation such that the flux \( \psi_{i,m} \) in the center of the angular cell is set equal to one of the edge values; the advantage is that fewer directions need be considered.\(^{61}\)

We illustrate this formalism by considering the special case of the one-dimensional spherical geometry. Then the spatial dependence of the flux is only on \( r \), so the zones can be defined by decomposing the sphere into homogeneous spherical shells \( r_{i-1} \leq r \leq r_{i} \), \( i = 1 \) to \( I \). Also, the summation over \( k \) in Eq. (68) may be suppressed. The only remaining complication is to calculate the angular redistribution term \( (R\psi) \). From the definition of Eq. (67) and the appropriate form of \( R_{n} \) given in Table I, we obtain

\[ (R\psi)(r, \mu) = \frac{2\pi}{w_{m}} \int_{\mu_{m-}}^{\mu_{m+}} \frac{1}{r} \]

\[ \times \partial_{\mu}[1 - (\mu^{2})] \psi] d\mu, \quad \mu_{m} \in S_{N} , \]  

(71)

which depends on \( r \) only through the quantity \( (\psi/r) \). Next, the volume average in \( (R\psi) \) is obtained with the approximation

\[ \left( \frac{\psi}{r} \right)_{i} \sim \psi_{i} \left( \frac{1}{r} \right)_{i} = \psi_{i} \left( \frac{A_{i+} - A_{i-}}{2V_{i}} \right) , \]

while the \( \mu \) integration is directly approximated by a linear combination of \( \psi_{m+} \) and \( \psi_{m-} \) with coefficients \( \alpha_{m} \). The final result is

\[ (R\psi)_{i} = \left( \frac{A_{i+} - A_{i-}}{V_{i}} \right) (\alpha_{m+} \psi_{m+} - \alpha_{m-} \psi_{m-}) , \]  

(72)

and comparison with Eq. (69) shows that

\[ \alpha_{i,m} = \left( \frac{A_{i+} - A_{i-}}{V_{i}} \right) \alpha_{m} . \]

To obtain a conservative numerical scheme, one must constrain the \( \alpha_{m} \) values to satisfy the \( S_{N} \) counterpart of Eq. (66),

\[ \sum_{m=1}^{N} w_{m} (R\psi)_{i} = 0 , \]

for any cell \( i \). Combination of the last equation and Eq. (72) implies that

\[ \sum_{m=1}^{N} w_{m} (\alpha_{m+} \psi_{i,m+} - \alpha_{m-} \psi_{i,m-}) = 0 . \]

Since this condition must be fulfilled for an arbitrary shape of the angular flux, and since \( \psi_{i,(m+1)} - \psi_{i,m} \), we see that

\[ \alpha_{N} = \alpha_{1} = 0, \quad \alpha_{m} = (w_{m}/w_{m+1}) \alpha_{m+}, \quad m < N . \]

(73)

The remaining \( \alpha_{m+} \) coefficients, \( m < N \), are determined from a reference problem. It is customary to consider an infinite medium containing only a uniform isotropic source, so that the angular flux is uniform and isotropic. Then, conservation Eq. (24) implies that \( \Sigma \psi = q \), so that the \( S_{N} \) transport Eq. (68) for spherical geometry reduces to

\[ V_{i}^{-1} \mu \left[ A_{i+} - A_{i-} \right] \psi + (R\psi)_{i} = 0 , \quad \mu \in S_{N} . \]

With the aid of Eqs. (72) and (73), this equation gives a recursion relation for the \( \alpha_{m+} \),

\[ \alpha_{m+} = (w_{m-1} / w_{m}) \alpha_{m-} + \mu_{m}, \quad m > 1 , \]  

(74)

with the starting condition

\[ \alpha_{1} = -\mu_{1} . \]

(75)

The values of \( \alpha_{m+} \) are all positive. For \( m \leq (N/2) \), positivity may be seen directly from Eqs. (68) and (75); for \( m > (N/2) \), it follows by considering the recursion relation for decreasing values of \( m \), beginning now with the starting condition \( \alpha_{(N-1)+} = \mu_{N} \).

Another way of looking at the calculation of

the $\alpha_m$ is to observe that a straightforward integration of Eq. (71) leads again to Eq. (72), but now with the $\alpha_m$ defined by

$$\alpha_m = \frac{\pi}{w_m} (1 - \mu_m^3), \quad m = 1 \text{ to } N.$$  

Notice that the conservation conditions (73) hold automatically; also, since

$$\int \Omega m \sim w_m = 2\pi (\mu_{+} - \mu_{-}) ,$$

it follows that recursion relation (74) is maintained only if $\mu_m$ is selected as the average of $\mu_{+}$ and $\mu_{-}$.

Any discussion of the $S_N$ method would be incomplete without a consideration of its principal limitation, the so-called ray effect. This effect arises because solution of the transport equation for only a discrete number of directions (or rays) leads to loss of invariance under infinitesimal rotations. Because of the $S_N$ angular discretization, neutrons are propagated only along the rays. This fact implies that in multidimensional geometries the uncollided neutrons streaming from an isotropic source region, for example, are unable to reach zones that lie between rays emanating from the source. In practice the ray effect is aggravated for strongly absorbing media, as in shielding calculations. The ray effect is mitigated by increasing the number $N$ of directions $\Omega m$, but this remedy requires increased computational effort and does not ensure a complete elimination of the problem.

One possible fixup consists of introducing an artificial source distribution defined so that the $S_N$ method becomes similar to the $P_{N-1}$ approximation, which has rotational invariance. This procedure leads to a better correction of the ray effect than increasing the order of the $S_N$ approximation, but also involves heavy penalties in computation time.

A different way to remedy the ray effects is to abandon the discrete $S_N$ angular representation in favor of an expansion on a set of angular functions. Instead of the computationally impractical $P_N$ expansion, one may use Walsh functions or piecewise polynomial expansions, as in the finite element method. Nevertheless, the $S_N$ method remains the technique most widely used for solution of the integrodifferential form of the transport equation.

### II.C.3. Method of Characteristics

In general, the diamond difference is a reasonable approximation when the scattering is important within the zones, and works well for reactor analysis problems. However, especially in deep-penetration shielding problems where neutron streaming effects are crucial, a large number of zones have to be used to obtain good accuracy, and calculations then become unreasonably expensive. This problem can be alleviated by using a different approximation that accounts for transport within the zones. In the method of characteristics, such an approximation is obtained by analytical integration along the neutron trajectories (or "characteristics") in the directions $\Omega \in S_N$, i.e., by using integral Eq. (18). The domain is divided into homogeneous cells, so that $r = \Sigma_s$ in Eq. (18) and one assumes an analytic form for the spatial dependence of the volumetric emission density $q$, and thus the integration can be done analytically to give a closed-form relation linking the emerging and entering angular fluxes. In contrast to the finite difference approximation, the streaming term $\Omega \cdot \nabla \psi$ of the transport equation is integrated explicitly.

---


The unknown expansion coefficients can be determined by either the collocation or projection method. In the collocation approach, a set of points \( \{ \mathbf{r}_i, i = 1 \text{ to } J \} \) on face \( k \) is used in integral Eq. (18), in conjunction with the expansions for the exiting and entering faces, to obtain the set of algebraic equations

\[
\sum_j \psi^k_j(\mathbf{r}) f^k_j(\mathbf{r}) = \sum_j \psi^k_j(\mathbf{r}) f^k_j(\mathbf{r}_{ib}) \exp(-\tau)
\]

\[
+ \int_0^{s_b} q(\mathbf{r}_i - s \mathbf{\Omega}) \exp(-\Sigma s) ds
\]

\[
\mathbf{\Omega} \in S_N . \quad (77)
\]

The point \( \mathbf{r}_{ib} = \mathbf{r}_i - s_b \mathbf{\Omega} \) is on the entering face \( k \).

Such a method has been applied for the \( r-z \) geometry by assuming a linear "continuous" expansion for the angular fluxes on the four cell faces. The expansion is continuous in the sense that the values of the fluxes on two adjacent faces are constrained to be the same at the common corner. These conditions of continuity reduce the number of unknown coefficients for a given \( \mathbf{\Omega} \) from eight to four, and the fluxes are determined by selecting as collocation points the four corners of the cell. (Perhaps a different set of collocation points could improve the accuracy of the method, but such a set would certainly complicate the coding of the method.) The source term on the right side of Eq. (77) is analytically evaluated by assuming that the angular flux is linear along the characteristic,

\[
\psi^k_j(\mathbf{r}_i) = \left( 1 - \frac{s}{s_b} \right) \psi^k_j(\mathbf{r}_i, \mathbf{\Omega}) + \frac{s}{s_b} \psi^k_j(\mathbf{r}_{ib}, \mathbf{\Omega})
\]

where \( \psi^k_j(\mathbf{r}_i, \mathbf{\Omega}) \) and \( \psi^k_j(\mathbf{r}_{ib}, \mathbf{\Omega}) \) are linearly interpolated from corner values. The fundamental disadvantage of this method is that neutron conservation is not guaranteed because the balance condition is not used, although use of linear interpolations results in an inherently positive scheme.

Another possibility to determine the unknown expansion coefficients is to use the projection method described in Sec. I.C. This technique has been applied by Larsen to \( x-y \) geometry by assuming a linear "discontinuous" approximation for the angular flux on each face \( k \),

\[
\psi^k_j(\mathbf{r}, \mathbf{\Omega}) = \psi^k_1(\mathbf{\Omega}) + \psi^k_2(\mathbf{\Omega}) \cdot (\mathbf{r} - \mathbf{\rho}_k)
\]

where \( \mathbf{\rho} \) is the projection of \( \mathbf{r} \) on the \( x-y \) plane and \( \mathbf{\rho}_k \) denotes the midpoint of face \( k \). Note that \( \psi^k_1(\mathbf{\Omega}) \) is the average angular flux on the side, while \( \psi^k_2(\mathbf{\Omega}) \)
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is the gradient of the flux along the side (since \( \rho \) is a point constrained to be on the side). In this method, the angular flux within the cells is also taken to be linear, so that the source may be written as

\[
q(r, \Omega) = q_1(\Omega) + q_2(\Omega) \cdot (\rho - \rho_0),
\]

where \( \rho_0 \) is the center of the cell. Using this form for the source in integral Eq. (18) yields

\[
\psi^k(r, \Omega) = \psi^k(r_b, \Omega) \exp(-\tau_c) + \sum \{1 - \exp(-\tau_b)\}
\times \left[q_1 + q_2 \cdot (\rho - \rho_0 - 1/\Sigma_\rho)\right]
+ s_b \exp(-\tau_b) q_2 \cdot \Omega_\rho,
\]

where \( \Omega_\rho \) is the projection of \( \Omega \) on the x-y plane; the incident angular flux \( \psi^k \) enters the cell at point \( r_b = r - s_b \Omega \).

The expansion coefficients \( \psi^k_1(\Omega) \) and \( \psi^k_2(\Omega) \) are calculated by projection on the expansion functions. That is, we substitute Eq. (78) into the last equation and multiply the resulting expression first by unity and then by \( (\rho - \rho_0) \). Then we integrate along the side to obtain explicit expressions for the expansion functions. To carry out the integration along a cell side, it is generally necessary to break up the domain of integration into two parts: one for which the particles enter through the opposite side, so that \( s_b \) is constant, and the other for which the particles enter through an adjacent side, so that \( s_b \) varies linearly.

To ensure neutron conservation, Larsen used the neutron balance equation when calculating the source. By substituting into Eq. (63) the expansions for the angular flux on the boundary and for the source in the cell, Eqs. (78) and (79), and the corresponding expansion for the angular flux in the cell, it follows that

\[
12 \frac{\Omega_x}{l_x} \frac{\psi^1_1(\Omega)}{\Omega_y} + 12 \frac{\Omega_y}{l_y} \frac{\psi^1_2(\Omega)}{l_x} + \sum \psi^1_1(\Omega) j_x = q_1(\Omega),
\]

where

\[
\Omega_x = \text{component of } \Omega \text{ in the (horizontal) } x \text{ direction}
\]

\( l_x = \) length of the horizontal side

\( \langle \psi^1_1(\Omega) \rangle \) = difference between the expansion coefficients \( \psi^1_1(\Omega) \) for the right and left vertical sides.

In this equation, \( q_1(\Omega) \) is calculated in terms of \( \psi^1(\Omega) \) using Eq. (62).

Calculation of the expansion coefficient \( q_2(\Omega) \) can be done by generalizing the idea underlying conservation Eq. (63). This is done by multiplying transport Eq. (61) by \( (\rho - \rho_0) \) and integrating over the cell volume to obtain

\[
12 \frac{\Omega_x}{l_x} \frac{\psi^2_1(\Omega)}{\Omega_y} + 12 \frac{\Omega_y}{l_y} \frac{\psi^2_2(\Omega)}{l_x} l_x = 12 \frac{\Omega_x}{l_x} \psi^1_1(\Omega) + \sum \psi^2_2(\Omega) j_x = q_2(\Omega), \quad \Omega \in S_N,
\]

and a similar equation for \( x \) interchanged with \( y \); the \( \psi^2_1(\Omega) \) is the average value of \( \psi^2(\Omega) \) for the two vertical sides of the cell. Although this procedure was used in the original application of the linear characteristic method, currently the calculation of the coefficients \( \psi^1(\Omega) \) [and also \( \psi^2_2(\Omega) \)] is done in a different way in order to improve computational efficiency.

There are several conclusions that can be drawn from the work on characteristic methods. Since these methods account for uncollided neutron trajectories inside a cell, they are better suited for problems in which streaming dominates scattering. Characteristic methods that are based on linear expansions for the angular fluxes on the cell faces permit relatively larger cells than those required for the classical diamond difference approximation. The use of quadratic or higher order expansions, which might reduce computational costs, certainly would require a positivity fix to ensure that the angular flux remains positive on the faces.

There is a trade-off in the scheme used to calculate the source within a cell. An inherently positive scheme can be obtained by calculating the source by using an interpolation scheme on the angular fluxes on the faces of the cell, although this approach does not preserve neutron conservation. In contrast, direct use of the balance equation when calculating the source ensures conservation, but may require a positivity fix. It seems that the second approach is better because forcing neutron conservation accelerates the convergence of the iterative scheme used for calculating the angular flux. As to the expansion for the source, use of a constant source is quite inefficient because it leads to small cells, so linear expansions like Eq. (79) offer computational advantages.

Work on characteristic methods is still under way. Besides the approximations discussed here, a hybrid method that combines the point-to-point characteristic method with the diamond difference approximation has been developed.


II.D. Finite Element Methods

The finite element method is an extension of the classical Rayleigh-Ritz-Galerkin technique for solving the variational formulation of a differential equation. One of the method's most attractive features is that it uses a local expansion of the unknown function on piecewise polynomials that are zero over most of the domain. Each function enters the calculation at only a few nodes, and this results in a sparse system of algebraic equations. Furthermore, since each expansion function has a small support (i.e., the domain in which the function is nonzero is small), a good approximation for the unknown function on an arbitrary geometrical shape can be constructed by piecing together these "finite element" functions. Indeed, it is this versatility for complicated geometries that has made the finite element method popular in a variety of engineering disciplines.

The finite element method has been directly applied to the second-order transport equation for the even-parity component of the angular flux. This flux \( \psi(r, \Omega) \), along with the odd-parity component \( \psi'(r, \Omega) \), is defined as

\[
\psi(r, \Omega) = \frac{1}{2} [\psi(r, \Omega) + \psi(r, -\Omega)] .
\]

The even-parity transport equation has the advantage that it can be cast into a variational form, thus providing for a straightforward application of the finite element technique.

Although the ordinary transport equation for \( \psi(r, \Omega) \) cannot be derived from a functional by a maximum or minimum principle, the finite element method can be applied to a variational form of the equation. This alternate, weak formulation of the finite element method can be viewed as a Galerkin projection, as described in Sec. I.C. The difference, however, is that now some or all of the boundary conditions are directly incorporated.

The finite element procedure can be applied either to the spatial or angular variable, or simultaneously to both. The advantage of applying the technique to the spatial variable is that a good representation may be obtained for an arbitrary geometry. On the other hand, a finite element representation on the angular variable ameliorates the ray effects normally encountered in \( S_N \) solutions.

Here we first discuss the application of the finite element method to the ordinary transport equation, while treating simultaneously both the \( r \) and \( \Omega \) variables. Then we briefly analyze the differences that appear in the treatment of the even-parity transport equation.

II.D.1. Ordinary Form of the Transport Equation

When applying the Galerkin projective technique to transport Eq. (1), one looks for an approximate solution for the angular flux in a finite dimensional space \( E_N \). This flux may be written as

\[
\tilde{\psi}(r, \Omega) \sim \sum_{i=1}^{N} \Phi_i f_i(r, \Omega) ,
\]

where the \( \{ f_i \} \) are a set of basis functions in \( E_N \). Substitution of this approximation into the transport equation and projection of the resulting equation onto the expansion functions yields the set of algebraic equations

\[
(f_i, B \tilde{\psi}) = S_i , \quad i = 1 \text{ to } N .
\]

Here we have introduced the scalar product in phase space,

\[
(f, g) = \int_X f g d\chi = \int_D \int_{4\pi} f(r, \Omega) g(r, \Omega) d\chi d\Omega ,
\]

and we note that \( S_i = (f_i, S) \).

The treatment of boundary conditions in the finite element method depends on whether these conditions can be incorporated into the equations or must be imposed on the expansion functions. The first are called "natural" boundary conditions, and the latter are called "essential." Since natural boundary conditions provide a convenient treatment in the finite element formulation, these conditions should be used whenever possible. Thus, natural boundary conditions, which must include the inhomogeneous contribution \( \psi_0 \), will give rise to extra terms in the final equations.

For the ordinary form of the transport equation, all boundary conditions can be treated as natural conditions. If we assume that the expansion functions are continuous, we can use

\[
f_i \Omega \cdot \nabla \tilde{\psi} = -\tilde{\psi} \Omega \cdot \nabla f_i + \Omega \cdot \nabla (f_i \tilde{\psi}) , \quad f_i, \tilde{\psi} \in E_N ,
\]

to obtain the Green's formula

\[
(f_i, B \tilde{\psi}) = (B^* f_i, \tilde{\psi}) + \langle f_i, \tilde{\psi}_+ - \langle f_i, \tilde{\psi}_- \rangle , \quad f_i, \tilde{\psi} \in E_N .
\]

Here the adjoint operator \( B^* \) is defined as

---

\[ B^* = -\Omega \cdot \nabla + \Sigma - H \]

and the outgoing/incoming surface contributions are

\[ \langle f, g \rangle_s = \pm \int_{\partial X_2} fg(\Omega \cdot n) dx_s = \pm \int_{\partial d} \int_{2\pi} f(r, \Omega)g(r, \Omega)(\Omega \cdot n) dAd\Omega . \quad (85) \]

Formula (84) is now used to introduce boundary conditions into Eqs. (82) by replacing \( \langle f_1, \tilde{\psi} \rangle_\omega \) with \( \langle f_1, \tilde{\psi} \rangle_\omega \) where, with the notation of Eqs. (9) and (10), \( \tilde{\psi}_\omega = \psi_0 + \beta \tilde{\psi}_\omega \). The resulting equations are

\[ (B^* f_i, \tilde{\psi}) + \langle f_i, \tilde{\psi}_\omega \rangle_s = S_i + \langle f_i, \tilde{\psi}_\omega \rangle_- , \quad i = 1 \text{ to } N . \quad (86) \]

This equation constitutes the weak formulation of the finite element method of the transport equation. The formulation is "weak" in the sense that only the projections of the equation on the representation functions are satisfied. Indeed, if \( \tilde{\psi} \) is a solution of Eq. (86), then with the aid of formula (84) this equation may be rewritten to obtain

\[ (f_i, B \tilde{\psi} - S) + \langle f_i, \tilde{\psi} - \tilde{\psi}_\omega \rangle_- = 0 . \quad (87) \]

This equation reduces to

\[ (f_i, B \tilde{\psi} - S) = 0 , \quad f_i \in E_N^0 , \]

where \( E_N^0 \) is the subspace of \( E_N \) containing the functions \( f_i \) that vanish on the incoming boundary \( \partial X_- \). Furthermore, if the \( f_i \) become a complete set of functions as \( N \to \infty \), then the last equation gives \( B \tilde{\psi} = S \) almost everywhere, so that Eq. (87) implies that the boundary condition \( \tilde{\psi} = \tilde{\psi}_\omega \) on \( \partial X_- \) is satisfied in the limit.

Use of expansion (81) in the set of Eqs. (86) leads to the matrix formulation of the finite element equations

\[ \sum_{j=1}^{N} M_{ij} \psi_j = S_i + \langle f_i, \psi \rangle_- . \quad (88) \]

The matrix elements \( M_{ij} \) are expressed in terms of volume and surface moments of the expansion function as

\[ M_{ij} = (B^* f_i, f_j) + \langle f_i, f_j \rangle_\omega - \langle f_i, \beta f_j \rangle_- . \]

In Eq. (88) the inhomogeneous component of the boundary condition has been retained as part of the source term, while the homogeneous component has been included as a part of the matrix element.

Before discussing the calculation of the matrix elements, it is necessary to construct the expansion functions \( f_1(r, \Omega) \). Two general approaches are possible: We can use a direct product of expansions in \( r \) and \( \Omega \) consisting of factorized functions which are a product of a spatial function and an angular function, or we can construct the expansion functions directly on the entire domain of \( r \) and \( \Omega \). The latter approach has been used for one-dimensional geometries, where only two variables are involved; more complicated geometries are treated with the factorized technique, which is discussed here for the case of a two-dimensional geometry.

To construct a finite element approximation on the spatial domain, we have to partition the domain into small homogeneous components and for each of them construct expansion functions with support on the subdomain. The shape of these geometrical elements should permit a good approximation to internal heterogeneities, such as fuel rods, and the contour of the external boundary. Rectangular elements,\(^{86} \) and even general quadrilateral elements,\(^{87,88} \) have been used, but here we consider only the more common triangular elements.

The expansion functions inside each triangular element are typically taken to be polynomials. For neutron transport theory, where only the flux need be continuous, Lagrange interpolation polynomials suffice.\(^{88} \) Hermite interpolation polynomials, which also preserve continuity of the derivative of the flux, are not used. Only the simplest Lagrange approximation involving linear polynomials will be considered here.

A linear Lagrange interpolation polynomial inside the \( \alpha \)th triangle may be defined in terms of three linear basis functions, one for each vertex of the triangle. The function associated with vertex \( s \) is zero outside the triangle and is constructed so that

\[ f_{s\alpha}(r) = \begin{cases} 1, & \text{vertex } s \\ 0, & \text{other } 2 \text{ vertices} \end{cases} \quad (89) \]

Because the \( f_{s\alpha}(r) \) is zero outside triangle \( \alpha \), it is discontinuous along the two sides intersecting vertex \( s \). An expansion of the angular flux in terms of such functions therefore will be continuous within each triangle, but not necessarily along interfaces between


\(^{87} \) P. LESAINT, Rev. Française d'Automatique, Informatique et Recherche Operationnelle, R-2, 67 (1974).


triangles. To achieve continuity, we sum the expansion functions for all triangles \( \alpha \) with a common vertex \( s \) to obtain

\[
f_s(r) = \sum_\alpha f_{s\alpha}(r), \quad s = 1 \text{ to } N_s.
\]

(90)

The set of \( f_s(r) \) spans the appropriate subspace of functions that are continuous over all the \( N_s \) triangles and linear in each triangle.

The decomposition of the angular domain, which involves two variables, into subdomains depends on the coordinate system selected. With Cartesian coordinates \( \Omega_x \) and \( \Omega_y \), the domain is the unit circle \( \Omega_x^2 + \Omega_y^2 \leq 1 \), and one can again use triangular elements to approximate the circumference of the domain.85 On the other hand, use of polar coordinates with variables \( \theta \) and \( \phi \) gives a rectangular domain for which rectangular elements are more suitable.90 The rectangular elements enable one to exactly match the perimeter of the rectangular domain, whereas the triangular elements can never fit exactly the unit circle. However, use of the variables \( \theta, \phi \) requires the evaluation of square roots and trigonometric functions to calculate the matrix elements \( M_{ij} \), whereas this numerical complication is avoided with the use of the variables \( \Omega_x \) and \( \Omega_y \).

The factorized finite element expansions that combine expansion functions \( f_s(r) \) for space and \( f_s(\Omega) \) for angle can be written as

\[
f_i(r, \Omega) = f_s(r)f_s(\Omega), \quad i = 1 \text{ to } N,
\]

where \( i \equiv (s, \alpha) \) is a "two-dimensional" index linking the spatial index \( s, s = 1 \text{ to } N_s \), with the angular index \( \alpha, \alpha = 1 \text{ to } N_\alpha \), and where \( N = N_sN_\alpha \). One advantage of such a factorized expansion function is that the calculation of the matrix elements is somewhat simplified by an uncoupling of integrals. For instance, for the volume element

\[
(B^* f_i, f_j) = (-\nabla \cdot f_i, f_j) + (\Sigma f_i, f_j) - (H f_i, f_j),
\]

(91)

we can write, with \( j \equiv (s', \alpha') \),

\[
(\nabla \cdot f_i, f_j) = \left[ \int [\nabla f_s(r)]f_s'(r)dr \right]
\]

\[
\cdot \left[ \int \Omega f_s(\Omega)f_s'(\Omega)d\Omega \right],
\]

\[
(\Sigma f_i, f_j) = \left[ \int \Sigma f_s(r)f_s(r)dr \right]
\]

\[
\times \left[ \int f_s(\Omega)f_s'(\Omega)d\Omega \right],
\]

and

\[
(H f_i, f_j) = \int f_s(r)f_s'(r)\int f_s(\Omega)d\Omega.
\]

(92)

(92)

From the first two equations, we see that the elements can be obtained as products of spatial integrals and angular integrals; furthermore, if \( \Sigma_{ij}(\Omega', \Omega) \) is expanded as in Eq. (3), then this factorization applies also to the third formula.

It is important to notice that since the representation functions \( f_i(r) \) and \( f_i(\Omega) \) vanish over much of the domain, the corresponding matrix elements likewise will vanish except when \( s \) and \( s' \) (and also \( \alpha \) and \( \alpha' \)) are vertices in the same element; the only exception is the contribution from the scattering operator, which is totally coupled in angle. Consequently, the matrix is sparse with respect to the spatial variable.

Although the integrations in Eq. (92) can be evaluated analytically, they are usually carried out with a numerical integration scheme such as the Gauss quadrature. In such cases, each integral is decomposed into a set of integrations over the elements (triangle, rectangle, or whatever) and the contribution over a given element is calculated by mapping it into a reference element (an isosceles right triangle, a square, etc.) where the integration is carried out numerically. However, in order to ensure neutron conservation, the spatial gradient \( \nabla f_i(r) \) is calculated analytically.

Convergence of the finite element method depends on the interpolation error, which generally varies as \( \rho_k^{k+1}/\rho_k \), where \( \rho_k \) is the radius of the smallest circle circumscribing the element, \( \rho_i \) is the radius of the largest circle inscribed within the element, and \( k \) depends on the order of the polynomial approximation.82,87,91 For triangular elements, for example, this means that elongated triangles result in poor convergence.

Until now, we have considered continuous finite element approximations, which, in principle, are required because the flux is a continuous function of the spatial variable. Use of discontinuous elements to approximate the angular variable, on the other hand, does not lead to any modifications to the formulas, and is advantageous in the treatment of boundaries (and, for example, to account for the possible discontinuity at \( \mu = 0 \) in a plane geometry). In the case of triangular elements, a discontinuous angular representation may be obtained from the
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The finite element equations, as developed simultaneously in \( r \) and \( \Omega \), lead to an asymmetric matrix \( M \) that is not well suited for an iterative procedure. This means that the solution must be obtained by direct numerical inversion. At present this disadvantage overshadows the fact that this finite element method is less susceptible to ray effects and flux oscillations, that it leads to a simple treatment of all boundary conditions as natural conditions, and that it offers the possibility of using discontinuous approximations.

As a possible compromise, a mixed scheme, consisting of a finite element approach for \( r \) and a discrete ordinates representation for \( \Omega \), leads to a set of algebraic equations which are amenable to solutions by an explicit technique.\(^{69,93,94}\) Such a solution technique permits calculation of the flux at successive spatial locations following the direction of neutron travel. In this mixed scheme, boundary conditions cannot be treated as natural boundary conditions and must be incorporated as they arise. Also, since the incoming boundaries of an element depend on the neutron direction, special care has to be taken when devising the iterative procedure for sweeping the mesh.

### II.D.2. Even-Parity Form of the Transport Equation

The even parity form of the neutron transport equation is derived by first writing the transport equation twice, for \( \Omega \) and \( -\Omega \), and adding and subtracting the equations to obtain

\[
\Omega \cdot \nabla \psi^\pm + (\Sigma - H^\pm)\psi^\pm = S^\pm .
\]

Here \( \psi^\pm \) has been defined in Eq. (80), and \( S^\pm \) is defined similarly. The operators \( H^\pm \) are similar to the scattering operator \( H \) except that the corresponding kernels are

\[
\Sigma_\delta(r, \Omega'^\prime ; \Omega) = \frac{1}{2} [\Sigma_\delta(r, \Omega'^\prime ; \Omega) \pm \Sigma_\delta(r, -\Omega'^\prime ; -\Omega)] .
\]

The even-parity form of the transport equation follows by solving the second equation of (95) for \( \psi^- \),

\[
\psi^- = K(S^- - \Omega \cdot \nabla \psi^+) ,
\]

where \( K = (\Sigma - H^-)^{-1} \); then substituting this result into the first equation, we obtain the even parity
The operator \( K \) is calculated by writing \( H^r \) in terms of the orthogonal projection operators \( Q_k \). This results in an equation like Eq. (4) except that the summation now is over only the odd terms. Then, using the properties of \( Q_k \) it can be shown that

\[
K = \sum^{-1} \left[ 1 + \sum_{k \text{ odd}} \frac{\Sigma_{2k}}{(2k+1)(\Sigma - \Sigma_{2k})} Q_k \right],
\]

provided that the medium is at least slightly absorbing.

The solution of Eq. (97) requires the evaluation of \( S^e \), the even and odd components of the source. In a multigroup calculation, these sources depend on the corresponding angular fluxes \( \psi^+ \) and, although \( \psi^+ \) is the direct solution of Eq. (97), extra numerical effort is needed to obtain \( \psi^- \) using Eq. (96). This complication has been avoided by most researchers who have considered only the special case of isotropic scattering and sources, where \( K = -\gamma I \) and \( S^e = 0 \); then the even parity equation is

\[
[-\Omega \cdot \nabla \Sigma^{-1} \Omega \cdot \nabla + \Sigma - (4\pi)^{-1} \Sigma_0 \int d\Omega] \psi^+ = S^+.
\]

Knowledge of the resulting \( \psi^+ \) is sufficient to calculate the total flux \( \phi \) that, in turn, gives any desired reaction rate.

It still remains to prescribe the interface and boundary conditions to be used with the second-order form (97) of the transport equation. When there are no surface sources, the angular flux is continuous at any interface and both \( \psi^+ \) and \( \psi^- \) are continuous. It is convenient to rewrite the boundary conditions in a more symmetric form valid for an arbitrary \( \Omega \). This can be done by introducing the sign function

\[
s = -\frac{\Omega \cdot n}{|\Omega \cdot n|},
\]

so that the general boundary condition of Eqs. (9) and (10), \( \psi = \psi^- = \psi^+ + \beta \psi \) on \( \partial X \), now becomes

\[
\psi(s\Omega) = \psi_-(s\Omega), \quad \text{on } \partial X.
\]

To write this equation in terms of the even and odd components of the angular flux, we first observe that

\[
\psi(s\Omega) = \psi^+(\Omega) + s \psi^-(\Omega).
\]

For convenience, the albedo operator \( \beta \) of Eq. (10) also is extended to functions defined on the entire boundary \( \partial X \) that is comprised of all points in phase space \( X = (r, \Omega) \) for which \( r \in \partial D \). The kernel \( \beta(x' \to x) \), whose values are known for \( \Omega' \cdot n > 0 \) and \( \Omega \cdot n < 0 \), is now defined for arbitrary \( \Omega \) and \( \Omega' \) with the formulas

\[
\begin{align*}
\beta(x' \to x) &= 0, \quad (\Omega' \cdot n) \quad \text{and} \quad (\Omega \cdot n) > 0, \\
\beta(x' \to x) &= \beta(R^- x' \to R^- x),
\end{align*}
\]

where \( R^- \) is the operator that reverses the angular direction, \( R^- x = R^- (r, \Omega) = (r, -\Omega) \); then it can be shown that

\[
(\beta \psi)(s\Omega) = \beta(\psi^+ - s \psi^-).
\]

Using this formalism, boundary condition (99) can be written as

\[
(1 - \beta) \psi^+ + (1 + \beta) s \psi^- = \psi_0(s\Omega), \quad \text{on } \partial X,
\]

and after accounting for Eq. (96), this gives the appropriate boundary condition in terms of \( \psi_+ \) for the even parity equation (97).

An early scheme for the solution of the even-parity form of the transport equation used an angle-space synthesis method closely related to the finite element approximation. Just as with the ordinary form of the transport equation, the finite element approximation to the even-parity form is obtained with a Galerkin approximation. Use of an expansion like the one in Eq. (81) yields

\[
(f_i, \Omega \cdot \nabla \psi^-) + (f_i, [\Sigma - H^+] \psi^+) = (f_i, S^+) \quad \text{and}
\]

where \( \psi^- \) is defined in terms of \( \psi^+ \) via Eq. (96).

As many of the interface and boundary conditions as possible should be incorporated as natural conditions in this equation. Again, for simplicity, we assume that the expansion functions are continuous, so that Eq. (83) (with \( \psi \) now replaced by \( \psi^- \)) can be used to rewrite the contribution from the spatial leakage term as

\[
(f_i, \Omega \cdot \nabla \psi^-) = (\Omega \cdot \nabla f_i, K\Omega \cdot \nabla \psi^+) - (\Omega \cdot \nabla f_i, K S^-) + (f_i, \psi^-).
\]

The total surface term

\[ \langle f_1, \psi^- \rangle = \int_{\partial \Omega} f_1 \psi^- (\mathbf{\Omega} \cdot \mathbf{n}) \, d\mathbf{x} \]

is now simplified with the help of interface or boundary conditions, as appropriate.\(^{101}\)

When there are no surface sources, the interface conditions may be incorporated as natural conditions. Indeed, in this case, the angular flux \( \psi^- \) is continuous and therefore the surface term vanishes. We consider now the boundary conditions. If the operator \((1 + \beta)\) can be inverted, the surface term becomes

\[ \langle f_1, \psi^- \rangle = \langle f_1, s(1 + \beta)^{-1}[\psi_0(s\mathbf{\Omega}) - (1 - \beta) \psi^+] \rangle . \]

Thus, any boundary condition can be incorporated as a natural boundary condition; in particular, for the case of \( \beta = 0 \) this includes a purely inhomogeneous boundary condition as, for example, for a nonreentrant boundary. In some situations of physical interest, however, the operator \((1 + \beta)\) cannot be inverted; such is the case of isotropic or specular reflection defined in Eq. (11) when \( \beta(r) = 1 \).

Here we show that the often-used specular reflection boundary condition with unit albedo can be treated as an essential condition. Since for this condition the square of the albedo operator is unity \((\beta^2 = 1)\), application of the operators \((1 + \beta)\) to Eq. (100) yields

\[ \psi^* = \beta \psi^* + \frac{1}{2} (1 - \beta) \psi_0(s\mathbf{\Omega}) \]

and

\[ \psi^- = \beta \psi^- + \frac{1}{2} s(1 + \beta) \psi_0(s\mathbf{\Omega}) , \]

where the anticommutation relation \( \beta s = -s\beta \) has been used. The second equation can be used to obtain

\[ \langle f_1, \psi^- \rangle = \langle f_1, \beta \psi^- \rangle + \left( f_1, \frac{1}{2} s(1 + \beta) \psi_0(s\mathbf{\Omega}) \right) . \quad (101) \]

To eliminate the spatial derivatives on the boundary that arise in the first term on the right side, we introduce the adjoint albedo operator \( \beta^* \) via the identity

\[ \langle f_1, \beta \psi^- \rangle = \langle \beta^* f_1, \psi^- \rangle . \]

We then observe that if we construct the expansion functions so that, for any function \( g \) in \( E_N \),

\[ \langle (1 + \beta^*) f_1, g \rangle = 0 , \quad (102) \]

then Eq. (101) simplifies to

\[ \langle f_1, \psi^- \rangle = \left( f_1, \frac{1}{4} s(1 + \beta) \psi_0(s\mathbf{\Omega}) \right) . \]

For specular reflection, for which \( \beta^* = -\beta \), condition (102) reduces to the essential boundary conditions

\[ f_i(r, \mathbf{\Omega}) = f_i[r, \mathbf{\Omega} - 2(\mathbf{\Omega} \cdot \mathbf{n})\mathbf{n}] , \quad r \in \partial \mathcal{D} . \]

In other words, the expansion functions \( f_i \) must satisfy the specular reflection condition.\(^97\)

As for the ordinary form of the transport equation, piecewise polynomials are used to construct the approximations in the space and angular domains. It should be mentioned, however, that spherical harmonics have been used as expansion functions over the angular domain, and this leads to a complete elimination of the ray effects.\(^{44}\)

The application of the finite element method in both variables \( r \) and \( \mathbf{\Omega} \) has two advantages when compared to the corresponding treatment of the ordinary, first-order form. First, since the operator in transport Eq. (97) is self-adjoint, the corresponding matrix \( \mathbf{M} \) is symmetric and the equation is amenable to solution by iterative techniques.\(^{86,97,102}\) The second advantage is that the domain of the angular variable for \( \psi^* \) is halved, so that fewer angular finite elements are needed to obtain the same precision.

On the other hand, the frequently encountered specular reflection boundary condition cannot be treated as a natural condition, and therefore special expansion functions must be used for the even-order equation. An additional disadvantage of this equation arises from the fact that the even parity flux depends on the angular fluxes in the \( \mathbf{\Omega} \) and \( -\mathbf{\Omega} \) directions. Consequently, the resulting numerical method is implicit and cannot be solved iteratively by following the neutron trajectories.\(^{97}\) Still other difficulties with the method are encountered in the treatment of tenuous media [see Eq. (98)] and in the incorporation of anisotropic scattering.

The finite element form of the even-order transport equation circumvents the nagging concerns with such troubles as the ray effect arising in the discrete ordinates method, alleviates flux oscillations, and offers a direct representation for complicated geometries. Nonetheless, the inherent limitations of this finite element method have made it unattractive compared to the highly developed discrete ordinates approach.\(^7,97\) However, this may change

with the parallel processing available on vector computers. For example, it recently has been reported that a discretization of the even-parity form of the transport equation using discrete ordinates in angle and finite elements in space is superior to the conventional discrete ordinates approach in plane geometry.103

III. INTEGRAL EQUATION METHODS

The basic approach for the treatment of the integral form of the transport equation is to eliminate the angular dependence by projecting the equation onto the set of spherical harmonics, as in the $P_N$ method. For a scattering law of finite order, the resulting system of integral equations for the angular moments of the flux is closed; this contrasts with the $P_N$ approximation, which requires an extra assumption to close the set. Nevertheless, the solution of even a few coupled integral equations is a formidable task. Usually one considers the case of isotropic scattering and sources, for which there is only one integral equation.

In this section, three basic numerical methods [discrete integral transport (DIT), collocation, and collision probability (CP)] are described and compared for the isotropic scattering case. The DIT technique results from the use of a numerical quadrature formula, whereas the other two methods are obtained by using a finite expansion for the total flux. The collocation and CP methods follow by use of the collocation and projection techniques described in Sec. I.C.

Since the CP method is the most widely used of the three, the subsequent discussion is focused on this method.104-108 First we describe the usual CP flat flux (i.e., piecewise constant) approximation in the one-dimensional and Cartesian $x$-$y$ geometries. The flat flux approximation is well suited for systems with small dimensions. To make the CP method practical for optically large media, a generalized piecewise approximation can be constructed by using several expansion functions to provide a good representation for the gradient of the flux within a zone.

Following this, application of the CP method to problems with linearly anisotropic scattering and sources is discussed for the one-dimensional geometries. For these geometries, the neutron continuity equation allows for simplification of the system of integral equations for the flux and net current to a single integral equation for the flux.

In the special case of a homogeneous medium, a quasi-analytical method, the spatial spherical harmonics (SSH) method, results from use of a continuous multifunction expansion of the flux within the CP approach. This method and an equivalent method that deals with the Fourier transformed equation, the integral transform (IT) method, also are described for one-dimensional geometries with isotropic and linearly anisotropic scattering.

Finally, we discuss the interface current and transverse nodal methods. The philosophy behind these two techniques is to divide a large medium into subregions or nodes and to use a simplified model to describe the transport between nodes. A particular feature of the transverse nodal method is that integration over one or two of the spatial variables is used to reduce the problem to a set of coupled one-dimensional problems.

III.A. Elimination of the Angular Variable

The angular variable is eliminated by projecting the transport equation onto the set of spherical harmonics $Y^k$. Applying the projection operators (5) to integral Eq. (13) yields an infinite set of integral equations

$$\psi_k = T_k(q + S) \quad , \quad k = 0, 1, \ldots \quad , \quad (103)$$

where $T_k$ is the integral operator with kernel $Q_k$, and

$$\psi_k = Q_k \psi = \sum_{|l| \leq k} \psi_k(r) Y_l^k(\Omega)$$

is the component of the angular flux on the subspace $S_k$. In terms of these components, the angular


flux can be written as
\[
\psi = (4\pi)^{-1} \left[ \phi(r) + 3 \mathbf{\Omega} \cdot \mathbf{J}(r) \right] + \sum_{k \geq 2} \psi_k ,
\]
where only the total flux \( \phi(r) \) and the net current \( \mathbf{J}(r) \) have direct physical interpretations.

The system of Eqs. (103) is coupled through the angular emission density \( q \). With the aid of Eqs. (4) and (15), \( q \) is written as
\[
q = \sum_{k=0}^{K} (2k+1) \Sigma_{sk} \psi_k + S ,
\]
where \( K \) is the degree of scattering anisotropy. Consequently, in contrast to the spherical harmonics formulation, the integral equations naturally separate into two sets: a closed system of \((K+1)^2\) integral equations for the unknown \( \psi_k,|l| \leq k \leq K \), and an infinite set of equations for \( k > K \) giving the remaining components in terms of the \( \psi_k, k \leq K \). For a convex body, the closed system of integral equations can be written explicitly, using Eq. (17), as
\[
\psi_k(r) = \int_D \frac{e^{-\tau}}{\omega} [Y_k(\Omega_s)]^* q(r', \Omega_s) dr'
+ \int_{4\pi} e^{-\tau} [Y_k(\Omega)]^* \psi_-(r_b, \Omega) d\Omega ,
0 \leq |l| \leq k \leq K .
\]
As before, \( \Omega_s = s/s \) with \( s = r - r' \), and \( \psi_- \) is the incident flux at the point \( r_b \) on the surface.

Although Eqs. (104) involve only integral operators over space, their solution becomes overwhelmingly complex even for small \( K \). Therefore, we restrict our attention to \( K \leq 1 \). For linearly anisotropic scattering, the angular emission density becomes
\[
q = (4\pi)^{-1} \left[ \Sigma_{s0} \phi(r) + \Sigma_{s1} \mathbf{\Omega} \cdot \mathbf{J}(r) \right] + S .
\]
Hence the closed system of Eqs. (104) reduces to
\[
\phi = 4\pi G q + \phi_0
\]
and
\[
\mathbf{J} = 4\pi G (\mathbf{\Omega} q) + \mathbf{J}_0 .
\]
In these equations, \( G \) is the integral operator
\[
(Gf)(r) = \int g(r' \rightarrow r) f(r', \Omega) d\Omega
\]
defined in terms of the symmetric kernel
\[
g(r' \rightarrow r) = \frac{e^{-\tau}}{4\pi S^2} .
\]
The uncollided flux \( \phi_0 \) and net current \( \mathbf{J}_0 \) due to the neutrons entering from the boundaries are
\[
\phi_0 = \int e^{-\tau} \psi_-(r_b, \Omega) d\Omega
\]
and
\[
\mathbf{J}_0 = \int \mathbf{\Omega} e^{-\tau} \psi_-(r_b, \Omega) d\Omega .
\]

As can be seen by these equations, an inherent advantage of the integral transport approach is that the flux and net current can be directly obtained without a detailed calculation of the angular flux, as opposed to the integrodifferential transport formulation.

### III.B. General Solution Methods

In this section, the DIT, the collocation, and the CP methods are examined for the case of isotropic scattering and sources. Furthermore, to simplify the discussion, the boundary contribution \( \phi_0 \) is neglected for the moment. Then the transport equation with isotropic scattering and sources becomes the so-called Peierls equation
\[
\phi = GF ,
\]
where the volumetric emission density \( F(r), F = \Sigma_{s0} \phi \) + \( S_t \), includes the contribution from the total volumetric source, which is now \( S_t = 4\pi S \).

#### III.B.1. Three Numerical Approximations

A straightforward attack on integral Eq. (109) follows by using the numerical quadrature technique discussed in Sec. I.C. This procedure leads to the DIT method. With the quadrature set \( \{r_i, V_i, i = 1 \text{ to } N\} \), we obtain a system of algebraic equations for the values of the flux at the nodes \( r_i \),
\[
\phi_i = \sum_j P_{ij} V_j F_j , \quad i = 1 \text{ to } N .
\]
Here the index \( i \) denotes the value of \( \phi \) and \( F \) at the \( i \)'th node, and
\[
P_{ij} = g(r_j \rightarrow r_i) , \quad j \neq i ,
\]
is the uncollided flux at point \( r_i \) created by a unit isotropic source at point \( r_j \). Since \( g(r \rightarrow r) \) in Eq. (107) is singular, \( P_{ij} \) cannot be calculated with Eq. (111). One approach for removing the singularity is to use the method of Eq. (31); the previous equations remain valid and
\[
P_{ii} = V_i^{-1} \left[ (G1)(r_i) - \sum_{j \neq i} V_j F_{ij} \right] .
\]
The precision of the numerical integration is affected by the irregularities of \( g'(r' \rightarrow r) F(r') \). For bodies comprised of homogeneous regions, \( F \) is continuous except at interfaces between regions, which suggests that (in one-dimensional geometries) a separate Gauss quadrature formula be applied to each region.

Let us now consider the use of the collocation and projection techniques for the treatment of the Peierls equation. The first step is to select the representation functions \( \phi_i, i = 1 \) to \( N \) used in the expansion for the flux

\[
\phi = \sum_i \phi_i f_i . \tag{113}
\]

To ensure a good approximation, representation functions with homogeneous support are chosen: The body is subdivided into homogeneous zones and \( \phi \) is approximated by a finite expansion on each zone.

The simplest approximation, in which only one function is used on every zone, is the flat-flux approximation. For this approximation we take

\[
f_i(r) = \begin{cases} 1, & r \in D_i \\ 0, & \text{otherwise} \end{cases}, \tag{114}
\]

where \( D_i \) is the domain of the \( i \)'th zone; then the \( \phi_i \) can be interpreted as the average flux in zone \( i \). If we select only one point \( r_i \) per zone, the collocation method gives a system of equations similar to that in Eq. (110) provided we interpret the \( P_{ij} \) as

\[
P_{ij} = V_j^{-1} \int g(r' \rightarrow r_i) f_j(r') dr' , \tag{115}
\]

where \( V_j \) is the volume of the \( j \)'th zone. That is, \( P_{ij} \) is the uncollided flux at \( r_i \) created by a unit isotropic source uniformly distributed in zone \( j \) (Refs. 113 and 114).

The projection method also yields Eq. (110), but now

\[
P_{ij} = (V_i V_j)^{-1} \int f_i(r) dr \int g(r' \rightarrow r) f_j(r') dr' . \tag{116}
\]

The physical interpretation of this \( P_{ij} \) follows by considering the product \( \Sigma_j P_{ij} \), where \( \Sigma_j \) is the total macroscopic cross section in zone \( i \). This product is the first-flight collision probability in zone \( i \) for neutrons uniformly and isotropically emitted from zone \( j \). For this reason, the method is known as the CP method.115-119

III.B.2. Incorporation of Boundary Conditions

The previous results can be extended in a direct manner to include the effects of two boundary conditions. First we consider the use of the white boundary condition defined in Eq. (12). This condition is a homogeneous boundary condition and therefore, as shown in Eq. (19), it can be included in the definition of the integral operator. With the aid of the reflected kernel of Eq. (20), we again derive Peierls equation for isotropic scattering and sources, but the kernel of the new operator \( G \) is

\[
g(r' \rightarrow r) = g(r' \rightarrow r) + \frac{\beta}{1 - \beta P_{SS}} P(r' \rightarrow S) P(S \rightarrow r) .
\]

In this equation, with the notation of Eq. (20),

\[
\bar{P}(r \rightarrow S) = (A/4) P(S \rightarrow r) = (4\pi)^{-1} \int \exp[-r \cdot (x)] d\Omega,
\]

where we recall that \( A \) is the surface area of the body. Physically \( \bar{P}(r \rightarrow S) \) is the first-flight escape probability for neutrons isotropically emitted at \( r \), and \( P(S \rightarrow r) \) is the total uncollided flux at \( r \) produced by one neutron entering the body uniformly and isotropically.

The three approximation methods can be applied to the modified Peierls equation to again obtain the system of Eqs. (110), but with new matrix coefficients

\[
\bar{P}_{ij} = P_{ij} + \frac{\beta}{1 - \beta P_{SS}} P_{ij} P_{ij} , \tag{117}
\]

where \( P_{SS} \) is the transmission probability in Eq. (21). In this equation, for the DIT method, we have

\[
P_{ij} = (A/4) P_{ij} = P(r_i \rightarrow S), \tag{118}
\]

whereas for the CP method

\[
P_{ij} = (A/4) P_{ij} = V_{ij}^{-1} \int P(r \rightarrow S) f_i(r) dr . \tag{119}
\]

The quantities in the last equation have a direct physical meaning. The $P_{Si}$ is the first-flight escape probability for neutrons uniformly and isotropically born in zone $i$, and $\Sigma P_{IS}$ is the probability that neutrons entering the body uniformly and isotropically will suffer their first collision in zone $i$. For the collocation method, $P_{Si}$ in Eq. (117) has the form given in Eq. (118), while $P_{IS}$ is the one defined in Eq. (119).

The second boundary condition we consider is that of a body uniformly and isotropically irradiated with a constant angular flux $\psi_0$. This is an inhomogeneous boundary condition, and hence we have to include the surface contribution in the Peierls equation

$$\phi = GF + \phi_0$$

With the aid of Eq. (108), the inhomogeneous term may be written in terms of the total incident current $\pi A \psi_0$ as

$$\phi_0 = \pi A \psi_0 P(S \rightarrow r)$$

Again all three numerical methods give a set of equations analogous to Eq. (110),

$$\phi_i = \sum_j P_{ij} V_j \psi_j + \pi A \psi_0 P_{IS} \ , \quad i = 1 \text{ to } N \ . \quad (120)$$

III.B.3. Reciprocity and Conservation Relations

General properties of the solutions of the linear transport equation should be employed to reduce the amount of work needed to calculate the $P_{il}$, $P_{Si}$, $P_{IS}$, and $P_{SS}$. Although reciprocity relations are usually derived from the reciprocity of the Green's function, for the transport of uncollided neutrons they result simply from the symmetry of the optical distance $\tau(r, r') = \tau(r', r)$. In the DIT and CP methods, reciprocity leads to the symmetry relation

$$P_{ij} = P_{ji} \ , \quad (121)$$

which is also valid for the "reflected" probabilities $P_{i'l}$ in Eq. (117), so that only the $P_{ij}$ (or $P_{ji}$), $i \neq j$, need to be calculated. For these two methods, the symmetry between $P_{Si}$ and $P_{IS}$ shown in Eqs. (118) and (119) is also due to reciprocity.

Conservation principles are formally obtained by weighted integration of the Green's function Eq. (14), but for uncollided neutrons one can take advantage of the fact that the medium appears to be purely absorbing. In this latter case, the emission term $H \psi$ in the integrodifferential Eq. (1) can be suppressed and integration over the entire phase space gives

$$\int_{\mathcal{S}_D} J_{u'} dA = \int_{\mathcal{D}} (S_i - \Sigma \phi_0) dr \ , \quad (122)$$

where $J_u(r)$ and $\phi_0(r)$ are the uncollided net current and flux resulting from the angular source $S(r, \Omega)$ of total intensity $S_i(r)$.

We first apply this equation to the DIT method. With $S(r, \Omega) = (4\pi)^3 \delta(r - r_0)$ and using the numerical quadrature for the integral of $\Sigma \phi_0$, we obtain

$$P_{Si} = 1 - \sum_i \Sigma_i V_i P_{ij} \ . \quad (123)$$

Similarly, in the CP method, the same equation is obtained (without the numerical integration) with the source $S(r, \Omega) = (4\pi)^3 \delta(r - r_0)$. Furthermore, with an incoming surface source given by $S(r, \Omega) = \frac{1}{\pi A} \delta(r - \Omega \cdot n \delta(x)}$, Eq. (122) yields

$$P_{SS} = 1 - \sum_i \Sigma_i V_i P_{IS} \ , \quad (124)$$

for both methods (where again the numerical integration has been used for the DIT formulation).

In the DIT method, Eq. (123) provides an alternative to Eq. (112) for the calculation of the diagonal elements $P_{ii}$ in terms of the $P_{ij}$, $i \neq j$, and $P_{Si}$ which can be directly computed. Indeed, such a technique was used by Carlvik in the original DIT method and provides better results, at least for plane geometry, than those from the use of Eq. (112).

III.B.4. Comparisons

The three numerical solution methods may be compared from three points of view: their ability to provide a good approximation for the flux, the numerical effort required to calculate the elements $P_{ij}$ of the collision matrix, and the treatment of boundary conditions.

The collocation and CP methods are based on a direct approximation of the flux, as in Eq. (113). On the other hand, the approximation underlying the DIT method is equivalent to a piecewise polynomial interpolation of the product $g(r' \rightarrow r) \phi(r')$, which tends to be less regular than the flux.

For the DIT method, the calculation of $P_{ij}$ requires only the evaluation of an exponential function, whereas one integration is required in the collocation approach and two are needed in the CP method. In the DIT and CP methods, the reciprocity relation reduces by nearly a factor of 2 the number of $P_{ij}$ to be calculated, so only $N(N + 1)/2$ coefficients have to be computed instead of the $N^2$ required for the collocation method.

For boundary conditions involving uniform and isotropic angular distributions, conservation relations (123) and (124) and the reciprocity between $P_{Si}$ and $P_{IS}$ can be used to obtain the matrix coefficients $P_{Si}$, $P_{IS}$, and $P_{SS}$ for the DIT and CP methods. Moreover, for a perfectly reflecting surface ($\beta = 1$), these relations ensure neutron conservation, a fact that is crucial for cell calculations. For the collocation method, however, each matrix coefficient must be individually calculated; furthermore, to guarantee...
neutron conservation, the conservation equations must be used to normalize the set of coefficients. Although the implementation of the CP method is more complicated, this method is by far the most used of the three. For this reason, we will focus on this scheme from now on.

III.C. Collision Probability Method

Even with isotropic scattering and sources, the solution of the integral equation for a general geometry is a formidable task. If the geometry, sources, and boundary conditions have the appropriate symmetries, however, the transport equation can be simplified. This is the case for the three one-dimensional geometries (plane, cylindrical, and spherical) and the Cartesian $x$-$y$ geometry, which we consider in this section.

In one-dimensional geometries, the cross sections depend on only one principal (spatial) coordinate $\xi$ and the transport equation can be reduced to an integral equation involving only $\xi$. The principal coordinate $\xi$ is given in Table II for the three geometries: plane ($\alpha = 0$), cylindrical ($\alpha = 1$), and spherical ($\alpha = 2$). For the case of isotropic scattering and sources, the Peierls equation can be written as

$$\left(\frac{1}{2} E_i (\beta \xi - \xi + t) + \frac{1}{\pi} \int_0 \frac{dR}{tR} \left[ K_i(t + \gamma) + K_i(|t - \gamma|) \right] \right) \phi = G_\alpha F,$$

where $\phi$ and $F$ depend only on $\xi$. The integral operator $G_\alpha$ is defined as

$$G_\alpha f = \int_D g_\alpha(\xi' \to \xi) f(\xi') (\xi')^\alpha d\xi'.$$

where the domain $D_\xi$ is in Table II. The kernel $g_\alpha$ is obtained from the kernel $g$ of the general integral operator as

$$g_\alpha(\xi' \to \xi) = (\xi')^{-\alpha} \int_{\xi'}^{\xi} g(r' \to r) dA',$$

In this expression the integration is performed over the surface $S_{\xi'}$ containing all points with principal coordinate $\xi'$.

Physically, the kernel $g_\alpha(\xi' \to \xi)$ is the uncollided flux at a point $r$ with principal coordinate $\xi$ produced by an isotropic source uniformly distributed over the surface $S_{\xi'}$ which emits $(\xi')^{-\alpha}$ n/cm². In the three geometries, the kernels $g_\alpha$ are

$$g_\alpha(\xi' \to \xi) = \begin{cases} \frac{1}{2} E_i (\beta \xi - \xi + t), & \alpha = 0 \\ \frac{1}{\pi} \int_0 \frac{dR}{tR} \left[ K_i(t + \gamma) + K_i(|t - \gamma|) \right], & \alpha = 1 \\ \frac{1}{2\pi \xi^2} \int_0 \frac{dR}{tR} \left[ \exp(-t + \gamma) \right], & \alpha = 2. \end{cases}$$

In plane geometry, the kernel depends on the exponential integral function,

$$E_p(x) = \int_0^x \exp(-x/t) t^{n-2} dt,$$

and $\xi$ is the optical distance in direction $z$ between the plane of principal coordinate $z = \xi$ and an arbitrary reference plane. In cylindrical geometry, the kernel requires calculation of the Bickley-Naylor function

$$K_{in}(x) = \int_0^{\pi/2} \exp(-x/sin\theta) (sin\theta)^{n-1} d\theta.$$
Fig. 1. Explanation of symbols for $g_i, g_f$ in cylindrical and spherical geometries. In cylindrical geometry the figure represents a cross section normal to the axis of symmetry; in spherical geometry it represents a cross section passing through the origin. (The length $t$ is the distance $OP$ and $\tilde{t}$ is the optical distance $OP$.)

The main task in the implementation of the CP method lies in the calculation of the collision probabilities, which we now discuss for the three one-dimensional geometries.

### III.C.1. Plane Geometry

In this geometry, the argument of the exponential integral function is linear in $\xi$ and $\xi'$:

$$\xi - \xi' = \xi_i - \xi_j + \Sigma_i (\xi - \xi_i) - \Sigma_j (\xi' - \xi_j) .$$  \hspace{1cm} (130)

Then, using the formula $dE_{\alpha+1}(x)/dx = -E_{\alpha}(x)$, the two integrations in Eq. (128) can be done analytically. Each of the integrations increases by one the order of the exponential integral function. The resulting flat-flux collision probabilities are written, in concise notation, as

$$P_{ij} = \begin{cases} (\Sigma_i V_j)^{-1}[-(2\Sigma_j V_i)^{-1}H_{ij}E_2(\xi - \xi_i)] + \delta_{ij} , & \Sigma_i, \Sigma_j \neq 0 \\ (2\Sigma_i V_j)^{-1} \text{sgn} H_i E_2(\xi - \xi_i) , & \Sigma_i \neq 0 , \Sigma_j = 0 . \end{cases}$$  \hspace{1cm} (131)

Here, sgn is the sign of $(\xi - \xi_i)$, $H_i$ and its counterpart $H'_j$ are the difference operators

$$H_i f(\xi, \xi') = f(\xi_i + t, \xi') - f(\xi_i, \xi')$$

and

$$H'_j f(\xi, \xi') = f(\xi, \xi_j + t') - f(\xi, \xi_j) ,$$  \hspace{1cm} (132)

and $H_{ij}$ acts as the operator $H_iH'_j$ and therefore gives rise to four terms.

Although in general each $P_{ij}$ requires the calculation of four exponential integral functions, the total number of functions to be evaluated is nearly halved by virtue of the common terms. In practice, values of a given exponential integral function can be directly calculated using a rational or polynomial expansion or, if there is sufficient computer memory, by interpolation from tabulated values. Once the $E_3$ values are known, the $E_2$ values can be calculated, if needed, from the recursion relation

$$E_{n+1}(x) = [e^{-x} - xe^{-x}(x)]/n , \quad n \geq 1 .$$  \hspace{1cm} (133)

In lattice calculations, specular reflection at the surfaces of the cell is handled by extending the domain of integration to infinity by repeated symmetries of the original cell. Then, for a given zone $i$, the collision probability $P_{ij}$ is calculated by integration over zone $j$ and all its images until the next layer makes a negligible contribution. Less physical boundary conditions that involve isotropic incident angular distributions can be treated in the manner discussed in Sec. III.B.

### III.C.2. Cylindrical and Spherical Geometries

For these geometries, since the kernel is defined in terms of an integral, the collision probabilities in Eq. (128) involve three integrations. The order of integration is interchanged so that the integrals over $\xi$ and $\xi'$ can be done first. Then, changing variables to $t$ and $t'$, respectively, and observing that $(\tilde{t} \pm \tilde{t}')$ is linear in $t$ and $t'$ [in a manner similar to Eq. (130)], the integrations in $t$ and $t'$ can be performed analytically. The result is

$$P_{ij} = (\Sigma_i V_j)^{-1} \left[ \int_0^{r'} F_{ij}(R) R^{\alpha-1} dR + \delta_{ij} \right] ,$$  \hspace{1cm} (134)

where $r' = \min(|\xi_{i+1} - \xi_j|)$.

In cylindrical geometry, the $F_{ij}(R)$ are

$$F_{ij} = \begin{cases} -2(\Sigma_i V_j)^{-1} H_{ij} \{ K_i(\tilde{t} - \tilde{t}') \} , & \Sigma_i, \Sigma_j \neq 0 , \\ 2V_j(t_{j+1} - t_j) H_i \{ \text{sgn} K_i(\tilde{t} - \tilde{t}') \} - K_i(\tilde{t} + \tilde{t}') , & \Sigma_i \neq 0 , \Sigma_j = 0 . \end{cases}$$

where the notation is that of Eq. (132) and Fig. 1, and use has been made of the formula $dK_i/dx = -K_i(x)$. The corresponding expressions in spherical geometry are

$$F_{ij} = \begin{cases} -2\pi(\Sigma_i V_j)^{-1} H_{ij} \{ \exp(-|\tilde{t} - \tilde{t}'|) - \exp(-|\tilde{t} + \tilde{t}'|) \} , & \Sigma_i, \Sigma_j \neq 0 , \\ 2\pi V_j(t_{j+1} - t_j) H_i \{ \text{sgn} \exp(-|\tilde{t} - \tilde{t}'|) - \exp(-|\tilde{t} + \tilde{t}'|) \} , & \Sigma_i \neq 0 , \Sigma_j = 0 . \end{cases}$$

The integration over $R$ in Eq. (134) must be done numerically, but some precautions must be taken to avoid a loss of precision caused by a singular behavior of the integrand. For example, in the calculation of $P_{ii}$ and $P_{i,i+1}$, the argument $(\tilde{t}_{i+1} - \tilde{t}_i)$ vanishes as $R$
The integral is decomposed such that

\[ \int_0^{\xi_{i+1}} f(R) dR = \sum_{k=1}^{i} \int_{\xi_k}^{\xi_{k+1}} f(R) dR. \]

Then, after elimination of the singularity by a change of variables with \( R = \xi_k x + x^2 \), each integral on \( x \) is done with a Gauss-Legendre formula.\(^{118}\)

For every integration node, each \( P_{ij} \) requires calculation of up to eight functions, but again this number can be reduced by nearly a factor of 2 by careful numerical programming. For cylindrical geometry, the calculation of the \( K_i \) functions can be performed using either rational\(^{122}\) or polynomial expansions, or tabulated values. It should be mentioned that for a homogeneous sphere the integration over \( R \) in Eq. (134) can be done analytically in terms of the exponential integral functions of order 3, 4, and 5.

III.C.3. Two-Dimensional Cartesian Geometry

Another case in which the integral equation can be reduced to a manageable form is that of a geometry in which the cross sections, sources, and boundary conditions are independent of \( z \). Also, often the sources and boundary conditions (and thus the angular flux) are taken to be symmetric in angle with respect to the \( xy \) plane. Then, for isotropic scattering and sources, Peierls' Eq. (109) appears as

\[ \phi = G_{xy} F, \]

where the emission density and flux depend on the two-dimensional variable \( \xi = (x,y) \). The integral operator \( G_{xy} \) is

\[ G_{xy} f = \int g_{xy}(\xi' \rightarrow \xi) f(\xi') d\xi', \]

with kernel

\[ g_{xy}(\xi' \rightarrow \xi) = \int_{-\infty}^{\infty} g(r' \rightarrow r) dr' = \frac{K_i(\tau_{xy})}{2\pi i|\xi' - \xi|}. \]

Here \( \tau_{xy} \) is the optical distance measured in the \( xy \) plane between \( \xi' \) and \( \xi \), the projections of \( r' \) and \( r \). Physically, \( g_{xy} \) represents the uncollided flux at \( r \) due to an isotropic line source, of unit magnitude per unit length, which passes in the \( z \) direction through the point \( \xi' \).

To apply the CP method to this geometry, the two-dimensional domain of the \( \xi \) variable is decomposed into homogeneous zones. As before, the use of the flat-flux approximation gives the system of Eqs. (110) with

\[ P_{ij} = (2\pi V_i V_j)^{-1} \int_{D_i} d\xi \int_{D_j} g_{xy}(\xi' \rightarrow \xi) d\xi' \]

where \( D_i \) is the domain of the \( i \)th zone of volume \( V_i \). The analytical evaluation of this expression is simplified when the integration is performed following the projection of the neutron trajectories on the \( xy \) plane (i.e., from \( \xi' \) to \( \xi \)). To do so, the coordinates are changed from \( (\xi', \xi) \) to \( (R, \phi, t, t') \) as shown in Fig. 2. The Jacobian of this transformation is \( |J| = \xi^2 / \xi'^2 \), so that

\[ P_{ij} = (2\pi V_i V_j)^{-1} \int K_i(\tau_{xy}) dR d\phi dt dt'. \]

Along the line of integration defined by fixed \( R \) and \( \phi \), the optical distance \( \tau_{xy} \) is linear in \( t' \) and \( t \). Hence, the integration over these two variables can be done analytically to yield

\[ P_{ij} = (\Sigma_i V_i)^{-1} \left[ \int F_{ij}(R, \phi) dR d\phi + \delta_{ij} \right], \]

where

\[ F_{ij}(R, \phi) = \begin{cases} -(2\pi \Sigma_j V_j)^{-1} H_{ij} K_i(\bar{t} - \bar{t}') & \text{if } \Sigma_i \Sigma_j \neq 0 \\ (2\pi V_j)^{-1} (t_{j+1} - t_j) H_{ij} \text{ sgn } K_i(\bar{t} - \bar{t}') & \Sigma_i = 0, \quad \Sigma_j = 0. \end{cases} \]

Here, \( \bar{t} \) is the optical distance along the line of integration corresponding to \( t \), and \( t_i \) and \( t_{i+1} \) are the coordinates of the intersection of this line with the boundary of zone \( i \) (see Fig. 2).

A special case arises if the geometry is invariant under rotation, so that the zones \( i \) and \( j \) can be chosen to be annuli. Then the \( \phi \) integration yields a factor of \( 2\pi \) and Eq. (137) reduces to the one-dimensional cylindrical geometry form obtained before. The integrations in Eq. (137) must be carried out numerically. To minimize the number of \( K_i \) functions to be evaluated, a single mesh of integration is used for all the \( P_{ij} \). In practice, the trapezoidal integration formula with equal weights is used for both \( R \) and \( \phi \) to define the mesh of integration. Implementation of this integration scheme requires

development of a computer "tracking" subroutine for calculating the intersection of the lines of integration with all the zones. To maximize computing efficiency, specialized subroutines are developed for each different geometrical configuration. Nevertheless, this geometric calculation can be quite time consuming and, in a multigroup problem, the computation of the $P_{ij}$ is done in two stages: First, the tracking subroutine is used and the geometric data are stored, and then these data, together with the cross sections, are used to calculate the $P_{ij}$ for every energy group.

Finally, it should be mentioned that the CP method also has been used for the treatment of a two-dimensional $r$-$z$ geometry. 129, 130

### III.C.4. Multifunction Expansions

The flat-flux CP approximation converges toward the exact solution as the number of zones $N$ increases. Since the number of $P_{ij}$ to be computed varies as $N^2$, the calculation of an optically large medium, or one in which there is a strong flux gradient, can become impractical. This problem is further aggravated if a numerical integration is needed in the calculation of the $P_{ij}$; for instance, in cylindrical geometry, the number of Bickley-Naylor functions to be evaluated varies as $N^3$. To improve the efficiency of the CP method in such cases, two variations have been developed. One approach is to use more than one expansion function per zone, so that local flux gradients can be taken into account; a second approach is to subdivide the optically large media into subdomains or cells that can be efficiently treated with the CP method, and couple the solutions via interface currents as discussed in Sec. III.F.

The rate of convergence of the CP method can be improved if more than one expansion function is used per zone to construct an approximation for the flux of the form

$$\phi = \sum_{i,k} \phi_i^k f_i^k .$$  \hspace{1cm} (138)

As in the flat-flux approximation, the body has been divided into $N$ homogeneous zones denoted by subscript $i$. The function $f_i^k$ is defined in zone $i$ and vanishes everywhere else, and superscript $k$, $k = 1$ to $K_i$, is used to distinguish different functions in the same zone. For convenience, the expansion functions are orthogonalized according to

$$\int f_i^k f_j^l = \delta_{ij} \delta_{kl} V_i ,$$  \hspace{1cm} (139)

where $V_i$ is the volume of zone $i$; to be consistent with the flat-flux approximation, we set $f_i^1 = 1$ in zone $i$. With expansion (138), the projection technique yields the following system of CP equations for the coefficient $\phi_i^k$:

$$\phi_i^k = \sum_{j,l} P_{ij}^kl V_j f_j^l , \quad i = 1 \text{ to } N , \quad k = 1 \text{ to } K_i .$$  \hspace{1cm} (140)

Here $F_j^l = \Sigma_{\text{sub}} \phi_j^l + S_j^l$, and the generalized collision probabilities $P_{ij}^{kl}$ are defined as

$$P_{ij}^{kl} = (V_i V_j)^{-1} \int f_i^k(r) dr \int g(r' \rightarrow r) f_j^l(r') dr' ,$$  \hspace{1cm} (141)

and satisfy the reciprocity relation $P_{ij}^{kl} = P_{ji}^{lk}$.

The functions $J_k^i$ must be chosen to provide a reasonable expansion for the flux and, if possible, to be such that some of the integrals in Eq. (141) can be performed analytically. In particular, for the three one-dimensional geometries with principal coordinate $\xi$, these "integrability conditions" require that $J_k^i(\xi)$ be a polynomial in $\xi^2$ of degree $k$, with $s=1$ in plane geometry and $s=2$ in the other two geometries.22

For pragmatic reasons, a constant number of expansion functions per zone $K_i$ is used for all zones. This value of $K_i$ should be small, or otherwise there is loss of accuracy in the $P_{ij}^k$ calculation. This is caused by numerical difference effects (i.e., errors arising from taking the numerical difference of two nearly equal numbers). In the past, two terms have been used in the treatment of one-dimensional120,131 and two-dimensional128 x-$y$ geometries. Even for two-term expansions, one must use double precision to mitigate the numerical difference effects. In plane and cylindrical geometries, multiaction expansions require the evaluation of exponential integral and Bickley-Naylor functions of several orders, respectively; then Eq. (133) and recursion relation

$$(n - 1) K_i(x) = (n - 2) K_{i-2}(x)$$

$+ x [K_{i-3}(x) - K_{i-1}(x)]$

should be used. It should be mentioned that three-term expansions also have been used with the closely related collocation method.133,134

III.D. CP Method with Anisotropic Scattering

In the integral equation formalism, the number of equations to be solved increases rapidly with the degree of anisotropic scattering so a straightforward numerical treatment is impractical. Moderately anisotropic scattering, however, can be approximately included in the formalism by using the so-called "transport correction" to modify the cross sections.135 Nonetheless, in one-dimensional geometries it is possible to define a "mixed" method,134 in which some of the integral equations are replaced by differential equations from the $P_N$ formalism. These $P_N$ equations can be analytically integrated to obtain some of the angular moments of the flux and the remaining moments can be calculated by solving integral equations. In particular, in plane geometry, for any degree of scattering anisotropy, all the angular moments may be calculated from the $P_N$ equations in terms of the scalar flux. The flux is then calculated by solving a single integral equation.22

A special case considered here is that of the three one-dimensional geometries (for $\alpha = 0$, 1, or 2) with linearly anisotropic scattering and sources. Then, in the notation of Table II, the current is in the direction of the gradient of the principal coordinate $\xi$, $n = \nabla \xi$, so that a single integral equation for the flux $\phi$ can be obtained by use of the neutron continuity Eq. (24). Integration over volume of this equation yields

$$J(\xi) = \xi^{-2} \int_0^\xi C(\xi')\phi_0 d\xi' , \quad (142)$$

where $C(\xi)$ is the effective volume source $S_i - \Sigma_a \phi_i$. Here $J(0) = 0$ except for the nonsymmetric slab, in which case $J(0)$ is calculated by specializing the second of Eq. (106) to the origin.

With the aid of Eq. (142), the angular emission density $q$ in Eq. (105) can be explicitly evaluated in terms of the flux. Replacement of the resulting expression for $q$ in the integral equation for the flux yields

$$\phi = G_\alpha F + \tilde{G}_\alpha \tilde{F} + \phi_0 , \quad (143)$$

where

$$\tilde{F} = \Sigma_i J + S_i .$$

Here $S_i$ is the linearly anisotropic component of the source, as defined in the equation

$$S(r, \Omega) = (4\pi)^{-1} [S_i(r) + \Omega \cdot n S_i(r)] .$$

The integral operator $G_\alpha$ is the one given in Eq. (126), and $\tilde{G}_\alpha$ is similarly defined, but with the anisotropic kernel

$$\tilde{G}_\alpha(\xi' - \xi) = (\xi')^{-\alpha} \int_{S_i} g(r' - r) \Omega \cdot n' dA' .$$

This kernel is the uncollided flux, at a point of principal coordinate $\xi$, originating from a surface source of the form

$$S(\xi, \Omega) = (4\pi)^{-1} [S_i(\xi) + \Omega \cdot n] .$$

This source has a zero total intensity but a net current of $J(\xi) = (3\pi)^{3/2} \delta(\xi - \xi') n$. For the three one-dimensional geometries, and with the notation of Eq. (127), the anisotropic kernel $\tilde{g}$ is120

---


with the projection technique, the numerical solution of Eq. (143) is accomplished using the multifunction expansion for the flux, as in Eq. (138), and a similar expansion for the isotropic component $S_I$ of the source. The next step is to obtain an expression for $\hat{F}$. First, expansions for the emission density $F$ and the effective source $C$ are directly obtained from those for $\phi$ and $S_I$. The expression for $C$ is then substituted into Eq. (142) to yield the current

$$J(\xi) = \langle \xi_i / \xi \rangle J(\xi_i) + \sum \alpha C_k^0 f_i^k(\xi)$$  \hspace{1cm} (145)$$

for the zone $\xi_i \leq \xi \leq \xi_{i+1}$. Here $C_k^0 = S_k^0 - \sum_{i \neq i} \phi_i^k$, and $f_i^k$ is given by

$$f_i^k = \left\{ \begin{array}{ll} \xi^\alpha & \xi_i \leq \xi \leq \xi_{i+1}, \\ 0, & \text{otherwise} \end{array} \right.$$  \hspace{1cm} (146)$$

With the help of orthogonality Eq. (139) and the volume of Eq. (129), we calculate from Eq. (142) the quantity

$$C_i^0 = V_i \int_{\xi_i}^{\xi_{i+1}} f_i^k(\xi) d\xi = \left[ C_i^0 \xi^\alpha \sum_{k=1}^{\infty} C_i^k f_i^k \right]$$  \hspace{1cm} (147)$$

where $\omega$ is the angular factor in Table II; this means that the current in Eq. (145) can be written as

$$J(\xi) = \sum_i \left[ C_i^0 \xi^\alpha + \sum_{k=1}^{\infty} C_i^k f_i^k \right].$$

Assuming now a similar expression for the anisotropic portion $S_1$ of the source, one obtains the expansion for $\hat{F}$,

$$\hat{F} = \sum_i \left[ \hat{P}_i^0 \xi^\alpha + \sum_k \hat{P}_i^{k} f_i^k \right],$$

with the components $\hat{P}_i^k = \Sigma_{i \neq i} C_i^k + S_i^k$ for $k \geq 0$.

At this point we have expansions for $\phi$, $F$, and $\hat{F}$, and we can obtain the CP formulation by projecting Eq. (143) onto the expansion functions $f_i^k$. The result is

$$\phi_i^k = \sum_j V_j \left[ \sum_l \left( P_{ij}^{kl} f_j^l + \hat{P}_{ij}^{kl} \hat{f}_j^l + \hat{P}_{ij}^{kl} \hat{f}_j^l \right) + \hat{P}_{ij}^{k0} \phi_0^l \right],$$  \hspace{1cm} (148)$$

where the $P_{ij}^{kl}$ are those of Eq. (141) (for one-dimensional geometry). The anisotropic probabilities are defined as

$$\hat{P}_{ij}^{kl} = \omega(V_i V_j)^{-1} \int_{\xi_i}^{\xi_{i+1}} J_i^k(\xi) \xi^\alpha d\xi \int_{\xi_j}^{\xi_{j+1}} \hat{g}_i(\xi') \hat{g}_i(\xi ' - \xi)$$

for $l > 0$, and by a similar expression for $l = 0$ except that $J_i^k(\xi')$ is replaced by $(\xi')^{-\alpha}$.

Next we consider the numerical calculation of the anisotropic probabilities, which depend on the form of the $f$ and $\tilde{f}$ functions. As discussed before, to meet the “integrability conditions” for the usual $P_{ij}^{kl}$, the $f_i^k$ must be a polynomial in $\xi^k$ of degree $k$, with $s = 1$ in plane geometry and $s = 2$ otherwise; this choice also means that the integral over $\xi$ in Eq. (149) may be done analytically. From Eq. (146) it can be seen that $J_i^k$ is of the form of $\xi^k$ times a polynomial in $\xi^l$ of degree $l$ plus a term proportional to $\xi^{-\alpha}$. Use of this $f$ in Eq. (149) permits an analytic integration over $\xi'$ in plane geometry, but not in cylindrical and spherical geometries. In the latter cases it is necessary either to make some approximation or to use a numerical quadrature for the integral containing the $\xi^{-\alpha}$ terms.\textsuperscript{130, 133-134, 136}

The anisotropic probabilities $\hat{P}$ do not obey direct symmetry relations in nonplane geometries, so that both $\hat{P}_{ij}^{kl}$ and $\hat{P}_{ij}^{kl}$ must be calculated. However, for a white boundary condition, Eqs. (117), (119), (123), and (124) can be extended to the anisotropic probabilities.\textsuperscript{132}

### III.E. Integral Transform/Spatial Spherical Harmonics Method

Convergence of the flux in the CP method is accomplished by increasing the number of spatial zones while using a constant number of expansion functions per zone. In the case of a homogeneous medium, a more attractive scheme can be constructed by using only one zone for the entire medium and expanding the flux in an ever-increasing number of expansion functions. For one-dimensional geometries, this scheme provides a very accurate and fast technique.

Multimode expansions in the spatial variable have been developed by two independent approaches. The first, formerly called the $J_N$ method\textsuperscript{137-140} and now more commonly known as the integral transform

(IT\textsubscript{N}) method\textsuperscript{141-150} is based on a biorthogonal expansion of the kernel of the Fourier-transformed integral operator. The second approach, which utilizes an expansion of the flux in spatial spherical harmonics\textsuperscript{151,152} has been shown to be formally equivalent to the IT\textsubscript{N} method.\textsuperscript{153}

Both approaches are projection methods. The IT\textsubscript{N} method is, in essence, a projection technique applied to the Fourier-transformed integral transport equation; on the other hand, the spatial harmonics approach uses a straightforward projection technique to solve the usual integral transport equation. Since both approaches are currently used in the literature, we treat them separately, and consider first the IT\textsubscript{N} method.

III.E.1. Isotropic Scattering

For simplicity we first consider the case of isotropic scattering and sources. For a homogeneous body, the transport kernel of Eq. (107) becomes a convolution kernel

\[ g(r' \rightarrow r) = g(r) = (4\pi r^2)^{-1} \exp(-\Sigma r) , \]

where \( r = |r'| - |r| \) and \( \Sigma \) is the constant total cross section. With the definition of the convolution product

\[ f_1 \ast f_2 = c^{-1} \int_{-\infty}^{\infty} f_1(r - r')f_2(r')dr' , \]

where \( c = (2\pi)^{3/2} \), the Peierls Eq. (109) becomes

\[ \phi = cg\ast(\theta F) . \quad (150) \]

The domain of integration has been extended to infinity by assuming that the medium is uniform everywhere. Furthermore, the solution is constrained to the initial domain \( D \) by use of the discontinuous function

\[ \theta = \begin{cases} 1 , & r \in D \\ 0 , & \text{otherwise} \end{cases} . \]

The next step is to apply the Fourier transform to convolution Eq. (150). With the definition

\[ f'(b) = c^{-1} \int f(r) \exp(-ib \cdot r)dr , \]

where the superscript \( t \) denotes transformed functions, we obtain

\[ \phi_t = cg'((\theta_t \ast F_t)) . \quad (151) \]

Here use has been made of the identities

\[ (f_1 \ast f_2)' = f_1'f_2' \]

and

\[ (f_1f_2)' = f_1' \ast f_2' . \]

To proceed further we assume that the kernel of the convolution operator \( \theta_t \ast \) admits a biorthogonal expansion of the form

\[ \theta_t(b - b') = V^{-1} \sum_k \chi_k(b)\chi_k^*(b') . \]

(The reader should note that, in contrast to our earlier convention, subscripts are now used to distinguish between functions in the single zone.) Here \( V \) is the volume of the body, and the superscript dagger denotes the complex conjugate. Moreover, we assume that the family of functions \( \{|\chi_k| \} \) is complete, and that they are orthogonal such that

\[ (\chi_k, \chi_l) = \int_{-\infty}^{\infty} \chi_k^*(b)\chi_l(b)db = V\delta_{kl} . \quad (152) \]

The IT\textsubscript{N} method is obtained by applying the projection technique on the subspace \( E_N \) of functions subtended by \( |\chi_k|, k = 1 \) to \( N \). The transformed flux is expanded as

\[ \phi_t = \sum_{k<N} \phi_k \chi_k \]

and, after use in Eq. (151), the result is projected onto \( |\chi_k|, k = 1 \) to \( N \). This yields

\[ \phi_k = V \sum_l p_{kl}f_l , \quad k = 1 \text{ to } N , \quad (154) \]

where the components of the emission density are

\[ F_l = V^{-1} \int_{-\infty}^{\infty} \chi_l^*(b)f'(b)db = \Sigma_i \phi_i + S_{li} , \]

and the matrix coefficients are

\[ p_{kl} = cV^{-2} \int_{-\infty}^{\infty} \chi_k^*(b)g(b)\chi_l(b)db . \quad (155) \]
Let us now consider the problem of obtaining the biorthogonal expansion for the kernel \( \theta' (b - b') \). This problem is equivalent to solving the eigenvalue problem \( \theta' \ast \chi_k = \lambda_k \chi_k \), which has a solution because the operator \( \theta' \ast \) is compact.\(^{153}\) An inverse Fourier transform of this equation yields the eigenvalue equation \( \theta f_k = \lambda_k f_k \), with \( \chi_k = f_k^* \). The only possible solutions of this equation are those corresponding to \( \lambda_k = 0 \) or \( \lambda_k = 1 \). In the first case the eigenfunctions are those functions which vanish in \( D \), whereas in the second case the eigenfunctions are those functions which vanish outside \( D \). Since the Fourier transform of an eigenfunction corresponding to \( \lambda_k = 0 \) belongs to the kernel of the operator \( \theta' \ast \), the solution of the problem is obtained by constructing a complete family of functions \( \{ f_k \} \) which vanish outside \( D \). Furthermore, to obtain the normalization condition Eq. (152) we must orthonormalize the \( f_k \) by

\[
\int f_k(r)f_l(r)\,dr = V\delta_{kl}.
\]

At this point one might wonder whether it would be possible to use the \( \{ f_k \} \) to directly expand the flux without any Fourier transformation. In fact, this is the basic idea of the spatial spherical harmonics (SSHN) method, which is similar to a CP method for a single zone. The multifunction expansion for the flux takes the form

\[
\phi = \sum_{k \leq N} \phi_k f_k . \tag{156}
\]

With a similar expansion for the source, application of the projection technique to the Peierls Eq. (150) yields an equation similar to Eq. (154); now, however,

\[
P_{kl} = V^{-2} \int f_k(r)\,dr \int g(r' \to r)f_l(r')\,dr' . \tag{157}
\]

The ITN and the SSHN methods are equivalent for the case when \( \chi_k = f_k^* \). Indeed, use of Parseval's formula

\[
\int_{-\infty}^{\infty} f_1'(r)f_2'(r)\,dr = \int_{-\infty}^{\infty} \left[ f_1'(b) \right]^* f_2'(b)\,db
\]

shows that the \( P_{kl} \) in Eqs. (155) and (157) are identical, so the coefficients \( \phi_k, k = 1 \) to \( N \) will be the same in both methods. Therefore, the ITN solution Eq. (153) is just the Fourier transform of the SSHN solution (156).

The \( P_{kl} \) satisfy the reciprocity relation \( P_{kl} = P_{lk} \). Furthermore, for an isotropic surface condition, conservation relations Eqs. (123) and (124) are also valid.

Both the ITN and SSHN methods often have been applied to one-dimensional geometries. In the SSHN approach, the \( f_k \) spatial modes are Legendre polynomials in plane geometry,\(^{151}\) and Legendre polynomials in terms of the square of the radius in cylindrical geometry.\(^{148}\) (Note that this choice is in agreement with the integrability requirements discussed in Sec. III.C for the multifunction expansions.) For both cases, the Legendre polynomial recursion relation leads to a recursion relation for the \( P_{kl} \). For the ITN method, the Fourier transform of these polynomials is used for the expansion functions \( \chi(b) \); the calculation of the \( P_{kl} \) using Eq. (155) is obtained in terms of a rapidly converging expansion.\(^{143}\)

The problem for a homogeneous sphere can be reduced to an equivalent plane geometry problem. Indeed, the spherical geometry kernel of the Peierls equation can be obtained in terms of plane geometry kernels as

\[
s_{2k}(\xi' \to \xi) = (\xi\xi')^{-1/2} [g_0(\xi' - \xi) - g_0(-\xi' \to \xi)] .
\]

Then the transport problem for the flux \( \phi(\xi) \) in a sphere of radius \( a \) can be viewed as an equivalent problem in a slab \((-a,a)\) for the antisymmetric flux \( \phi(\xi) = \xi \phi'(\xi) \), with an antisymmetric source defined in a similar way. Consequently, the spherical case can be treated with the plane geometry formulation using only odd \( f_k \) functions.

The ITN and SSHN methods also have been applied to two- and three-dimensional problems,\(^{144,154}\) and to the multilayer plane geometry,\(^{160}\) and have produced accurate calculations for the one-dimensional critical and albedo problems.\(^{148}\) In plane geometry, anisotropic scattering situations have been analyzed, and all the anisotropic matrix coefficients can be obtained from the isotropic coefficients via recursion relations.\(^{145}\)

### III.E.2. Linearly Anisotropic Scattering

The same reduction can be done for the three homogeneous one-dimensional geometries in the case of linearly anisotropic scattering. For simplicity, only the symmetric slab will be considered so that for the three geometries the net current vanishes at the origin. Adopting the viewpoint of the SSHN approach, which is similar to a CP method for a single homogeneous zone, we can rewrite Eq. (148) by suppressing the summation over zones,

\[
\phi_k = V \sum_l (P_{kl} F_{l1} + \bar{P}_{kl} \bar{F}_{l1}) , \quad k = 1 \text{ to } N . \tag{158}
\]

(Observe that in agreement with the notation of this section, we have written \( P_{kl}^{kl} \) as \( P_{kl} \), with similar changes for \( \phi_k^1 \) and \( F_{l1}^1 \), etc.) This equation has been simplified by observing that with \( J(0) = 0 \), the term

\[^{154}\text{A. BASSINI, F. PREMUDA, and W. A. WASSEF, Nucl. Sci. Eng., 71, 87 (1979).}\]
$C_0^0$ in Eq. (147) vanishes so that $\hat{F}_0^0 = 0$; also, the surface contribution from Eq. (148) has been omitted.

To calculate the $\hat{P}_{kl}$, we specialize Eq. (149) to the present (single-zone) case:

$$\hat{P}_{kl} = \omega V^{-2} \int_0^\sigma f_k(\xi) \xi^a (G_a f_l)(\xi) d\xi .$$

(159)

Here the integration over $\xi'$ has been identified with the action of the integral operator $G_a$ on $f_l$. To evaluate this integration, it is convenient to use a relation between the isotropic and anisotropic kernels,\textsuperscript{148}

$$\partial_{\xi'}[(\xi')^a g_a(\xi' \to \xi)] = \Sigma(\xi')^a g_a(\xi' \to \xi) - \delta(\xi' - \xi) .$$

After integration by parts, we obtain

$$\hat{G}_a f_l = \Sigma G_a f_l - f_l^* ,$$

(160)

where we have defined

$$f_l^*(\xi) = \int_0^\sigma (\xi')^{-\alpha} d\xi' \int_0^\sigma f_l(\xi')(\xi'')^\alpha d\xi'' .$$

Recalling that $\{f_k\}$ is a complete family of functions we can expand the function $f_l^*$ as

$$f_l^* = \sum_k \lambda_{lk} f_k ,$$

(161)

where

$$\lambda_{lk} = V^{-1} \int f_l^*(\xi) f_k(\xi) d\xi .$$

Finally the $\hat{P}_{kl}$ in Eq. (159) are calculated using Eqs. (160) and (161) to obtain

$$\hat{P}_{kl} = \Sigma \sum_m \lambda_{lm} P_{km} - \lambda_{kl} .$$

The usefulness of this last expression arises from the fact that, for the appropriate Legendre-spatial modes, $\lambda_{lm} = 0$ except for $m = l$, $l \pm 2$ in plane geometry and $m = l$, $l \pm 1$ in cylindrical geometry.\textsuperscript{148} Consequently, for linearly anisotropic scattering, the IT$_N$/SSH$_N$ method of order $N$ requires calculation of the isotropic matrix, with elements $P_{kl}$, of order $(N + 2)$ for plane and spherical geometries and $(N + 1)$ for cylindrical geometry.

### III.F. Nodal Methods

In large geometries the integral equation treatment becomes expensive because too many zones are required to obtain sufficient accuracy for the flux. Instead of abandoning the integral equation method in favor of an integrodifferential equation method, it is possible to utilize a nodal method.

The idea of a nodal method is to divide the domain into regions (or nodes) and to use an approximation to describe the transfer between nodes. Either the integral or the integrodifferential equation can be used to analyze the transport within each node; usually a node is homogeneous, but for some solution methods it can be heterogeneous. The solutions for adjacent nodes are linked by using approximate expansions for the angular fluxes entering and leaving the nodes.

In a nodal method, only the unknown fluxes local to a node are directly connected to one another. This results in a set of dense matrices, one for each node, that are connected by means of their interface values. Consequently, such a method is amenable to a node-by-node iterative solution in which the known incoming angular fluxes and the internal sources are used to calculate the outgoing angular fluxes.

A variety of numerical approximations have been used in the development of nodal methods, but here we shall consider only the interface current and the transverse nodal methods.

#### III.F.1. Interface Current Method

The principle of the interface current method consists of dividing a large medium into subregions or cells and using a simplified model to describe the transfer between cells.\textsuperscript{155-158} Although the analysis of the transport within a single cell can be done with any solution method,\textsuperscript{99,159,160} we limit our description of the interface current method to the CP treatment. Interface currents can be used to link the solutions in cells of optically large media. This is especially helpful for multidimensional geometries where a direct application of the CP method would


require accurate multidimensional numerical quadratures over large regions. Also, the interface current (IC) method reduces the coupling of the spatial variables, thus permitting an iterative cell-by-cell solution. This results in a reduction of the computing time necessary for the calculation of the collision matrix and for the solution of the system of equations for the fluxes.

We present this method for the case of isotropic scattering and sources. For every cell, the integral transport formalism is used to obtain two equations relating the angular flux inside the cell \( \phi(r) \) and angular flux leaving the cell \( \psi_+(r_b, \Omega) \). The equation for the flux is merely the Peierls equation with a surface source term\(^{158} \):

\[
\phi = \int g(r' \rightarrow r) F(r') dr' - 4\pi \int \frac{g(r' \rightarrow r)}{4\pi} F(r') \psi_+(r_b, \Omega) dA',
\]

where \( g(r' \rightarrow r) \) is the collision kernel in Eq. (107). In these equations, the vector integrals are performed over the domain \( D \) of the cell, and the surface integrals are over its surface \( \partial D \). The equation for the angular flux \( \psi_+ \) is merely Eq. (18) with \( q \) replaced by its isotropic form \( F/4\pi \), so that

\[
\psi_+ = \int_0^{2\pi} \frac{e^{-r}}{4\pi} F(r') ds + e^{-r} \psi_-(r_b, \Omega).
\]

To simplify the notation, we do not use cell indices, and will use an overbar symbol to indicate the corresponding quantity in the adjacent cell (as with \( \bar{\psi}_+ \) for \( \psi_+ \), etc.). The solutions in adjacent cells are linked via the incoming angular flux \( \psi_- \), which is simply the angular flux leaving the adjacent cell, \( \psi_+ \). This continuity condition for the angular surface fluxes may be generalized to account for stationary surface sources, as well as for an arbitrary transmission or albedo factor \( t(r_b, \Omega' \rightarrow \Omega) \):

\[
\psi_- = \psi_+ + \int_{2\pi} t(r_b, \Omega' \rightarrow \Omega) \bar{\psi}_+(r_b, \Omega') d\Omega'.
\]

Here the integral over \( d\Omega' \) is over all directions entering the cell.

Equations (162), (163), and (164) for all the cells form a closed system of equations. An approximate system can be obtained by a generalization of the projection technique in which separate expansions are assumed for the fluxes and the surface angular fluxes. Each cell is first subdivided in \( N \) zones, and the scalar flux is expanded in each zone as in the multifunction expansion (138). The surface of each cell is also subdivided into \( N_b \) subsurfaces, and on each subsurface a multifunction expansion is used for the angular flux,

\[
\psi_+(r_b, \Omega) = \sum_{\alpha, \rho} J_{\rho, \alpha} F_{\rho, \alpha} (r_b, \Omega). \tag{165}
\]

Here \( \rho = 1 \) to \( P_\alpha \) distinguishes the modes for each subsurface \( \alpha \). The expansion function \( J_{\rho, \alpha} \) is defined on subsurface \( \alpha \) for \( \pm \Omega \cdot n > 0 \) and is zero otherwise. As before, we adopt the normalization condition (139) for the spatial expansion functions, and also normalize the surface modes with the conditions\(^{158} \):

\[
\int J_{\rho, \alpha}^\rho (r_b, \Omega) J_{\rho', \alpha'}^{\rho'} (r_b, \Omega) (\Omega \cdot n) d\Omega dA = \pm (\pi A_\alpha)^{-1} \delta_{\rho, \rho'} \delta_{\alpha, \alpha'}
\]

where \( A_\alpha \) is the area of the \( \alpha \)’th subsurface. The first expansion function is taken to be a constant, which gives \( J_1^{\rho} = (\pi_A)^{-1} \); hence, \( J_0^{\rho} \) is the total neutron current leaving (\( + \)) and entering (\( - \)) the cell through subsurface \( \alpha \). For this reason, the \( J_{\rho, \alpha}^\rho \) may be called the IC components.

To obtain the desired approximate set of equations, the expansions for the fluxes and the surface angular fluxes are used in Eqs. (162), (163), and (164), and the resulting equations are projected onto the appropriate expansion functions. (Note that the projections on the surface modes \( J_{\rho, \alpha}^{\rho} \) are done with the weight \( \pm \Omega \cdot n \).

The resulting system of algebraic equations for each cell is\(^{158} \):

\[
\phi^k = \sum_{j,l} P_{il}^k V_j^l F_i^l + \sum_{\alpha, \rho} P_{i\alpha}^{\rho} J_{\rho, \alpha}^\rho,
\]

\[
J_{\rho, \alpha}^\rho = \sum_{i,k} P_{\sigma \rho}^{i k} V_j^l F_i^l + \sum_{\beta, \nu} P_{\sigma \nu}^{\beta \nu} J_{\beta, \nu}^\nu,
\]

and

\[
J_{\rho, \alpha}^{-\rho} = J_{0, \alpha}^{-\rho} + \sum_{\beta, \nu} A_{\alpha \beta}^{\nu \rho} J_{\beta, \nu}^\nu \tag{166}
\]

for \( i = 1 \) to \( N \), \( k = 1 \) to \( K \), \( \alpha = 1 \) to \( N_b \), and \( \rho = 1 \) to \( P_\alpha \). To obtain this set of equations, we have also used the appropriate expansions for the surface source \( \psi_0 \) and for the total volume source \( S_t \). Aside from the coupling coefficients \( A_{\alpha \beta}^{\nu \rho} \) that account for the transmission or albedo factor, the third equation of set (166) is merely an indexing that relates the incoming angular surface modes \( J_{\rho, \alpha}^{\rho} \) to the outgoing ones \( J_{\rho, \alpha}^{-\rho} \).

The matrix coefficients in Eq. (166) are closely related to collisionless probabilities. The first-flight collision probabilities \( P_{ij}^k \) are those of Eq. (141), while the generalized surface-to-volume, escape, and transmission probabilities are given by\(^{158} \):

\[
P_{i\alpha}^{\rho} = -4\pi V_i^{-1} \int f_i^\rho (r) dr \int g(r_b \rightarrow r)
\]

\[
X f_{\rho, \alpha}^\rho (r_b, \Omega_b) (\Omega_b \cdot n) dA',
\]

\[
P_{i\alpha}^{\rho} = \pi A_\alpha V_i^{-1} \int f_i^\rho (r) dr \int g(r \rightarrow r_b')
\]

\[
X f_{\rho, \alpha}^\rho (r_b', \Omega_b) (\Omega_b \cdot n) dA',
\]
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approximation, more sophisticated angular flux expansions also have been developed. This has been done by subdividing a cell’s surface into several subsurfaces or by using a higher order angular approximation for the ingoing and outgoing angular fluxes, or by both techniques.\textsuperscript{155-156,162-165}

Finally, let us consider the solution of the system of algebraic Eqs. (166). A straightforward technique involves a cell-by-cell iteration for the flux components $\phi^k$ and for the IC components $J^k_x$. Another approach utilizes the algebraic elimination of the IC components to obtain a set of equations for only the flux components\textsuperscript{158}, the trouble with this approach, however, is that the set of equations becomes very tightly coupled, and hence is expensive to solve numerically. A better method is based on an algebraic elimination of the flux components, which gives a set of equations for the IC components. This method, yields, for each cell, a set of equations for the outgoing current components in terms of the ingoing components. Since these ingoing components, in turn, are the outgoing components from the adjacent cells, the system of equations for all cells is weakly coupled and can be solved by cell-to-cell iterations.

The response matrix coupling the angular current components for a cell accounts for all collisions within the cell. To derive this matrix, we rewrite the first two equations of Eq. (166) for a cell in the matrix form

$$\begin{equation}
\mathbf{\phi} = \mathbf{P} \mathbf{VF} + \mathbf{P} \cdot \mathbf{s} \cdot \mathbf{J}_x
\end{equation}$$

and

$$\begin{equation}
\mathbf{J}_x = \mathbf{P} \cdot \mathbf{S} \cdot \mathbf{VF} + \mathbf{P} \cdot \mathbf{SS} \cdot \mathbf{J}_x,
\end{equation}$$

where $\mathbf{F} = \Sigma_0 \mathbf{P} + \mathbf{S}$. After solving for the flux from the first equation, we obtain the response matrix equation $\mathbf{J}_x = \mathbf{R} \cdot \mathbf{J}_x + \mathbf{S}_x$, where $\mathbf{S}_x$ comes from the source $\mathbf{S}$ and the response matrix $\mathbf{R}$ is

$$\begin{equation}
\mathbf{R} = \mathbf{P} \cdot \mathbf{SS} + \mathbf{P} \cdot \mathbf{S} \cdot \mathbf{VF} \cdot \left( \Sigma_0 \left( 1 - \mathbf{P} \Sigma_0 \right)^{-1} \right) \mathbf{P} \cdot \mathbf{s}.
\end{equation}$$

In this expression, the first term on the right side gives the uncoupled contribution and the second term accounts for collisions within the cell.

The equations for the response matrix method usually are directly derived without resorting to the IC formalism.\textsuperscript{160} A variety of techniques besides the CP method\textsuperscript{162-170} have been used to construct the response matrices. For example, this includes diffusion theory,\textsuperscript{171,172} Monte Carlo,\textsuperscript{159,173} singular eigenfunctions,\textsuperscript{31-33} and the $S_N$ method.\textsuperscript{174} The response matrix method is sometimes known as the transmission matrix method and, in plane geometry, is related to the doubling method.\textsuperscript{175}

III.F.2. Transverse Nodal Method

The idea behind the transverse nodal (TN) method is to reduce a multidimensional transport problem to a coupled set of one-dimensional problems.\textsuperscript{176-179} This is done for each node by approximating the solution with a factorized expansion and integrating over all but one of the spatial variables.

III.F.2.a. Cartesian Coordinates

To illustrate the method, we first consider an $x$-$y$ Cartesian domain that has been divided into homogeneous nodes. Although the method can be derived from a purely integral equation approach, it is easier to begin with the integro-differential equation

$$\begin{equation}
(\mathbf{\Omega} \cdot \nabla + \Sigma) \psi = q.
\end{equation}$$

To obtain a factorized approximation for the angular flux, we select two sets of linearly independent functions $\{f_i(x), i = 1 \text{ to } N_x\}$ and $\{g_k(y), k = 1 \text{ to } N_y\}$.
to \(N_y\), which, for convenience, we orthogonalize such that
\[
\int_{-l_y/2}^{l_y/2} f_i(x)f_j(x)dx = \delta_{ij}/l_x,
\]
and similarly for the \(g_k(y)\) functions; here \(\mp l_y/2\) are the left/right horizontal boundaries of the node. With these functions we can construct the angular flux within the cell using the ansatz
\[
\psi(x,y,\Omega) \sim \sum_{i,k} \psi_{i,k}(\Omega)f_i(x)g_k(y) .
\tag{171}
\]
In practice, it is convenient to use different expansions for the angular fluxes on the boundaries. Denoting by \(x_\pm\) the abscissa of the leaving (+) and entering (−) vertical sides of the node [i.e., \(x_\pm = \pm (\text{sign } nx)l_x/2\), where \(\Omega_x\) is the projection of \(\Omega\) on the \(x\) axis], we write
\[
\psi(x_\pm,y,\Omega) \sim L; \psi_{x\pm}(\Omega)g_k(y) ,
\tag{172}
\]
with a similar expression for the \(\psi(x,y_\pm,\Omega)\). The number of functions \(M_y\) selected for this expansion need not be the same as the number \(N_y\) used in expansion (171).

Once this expansion is introduced into the transport equation, the \(y\) variable can be eliminated by multiplying by \(g_k(y)dy\) and integrating from \(-l_y/2\) to \(l_y/2\). This gives a one-dimensional transport equation
\[
(\Omega_x \partial_x + \Sigma)\psi_k = W_k ,
\tag{173}
\]
where \(\psi_k\) is the \(k\)'th (vertical) transverse moment of the angular flux,
\[
\psi_k(x,\Omega) = \int_{-l_y/2}^{l_y/2} g_k(y)\psi(x,y,\Omega)dy .
\]
The resulting effective source \(W_k\) is
\[
W_k(x,\Omega) = q_k(x,\Omega) + \Omega_y\psi_k'(x,\Omega) - \Omega_y\langle g_k\psi(x,y,\Omega)\rangle_y ,
\]
where \(\psi_k'\) is defined like \(\psi_k\), but with \(g_k\) replaced by its derivative with respect to \(y\), and the brackets \(\langle \rangle\) denote the difference of the value at \(y = l_y/2\) minus that at \(-l_y/2\).

To calculate \(\psi_k\), we invert the one-dimensional streaming operator in Eq. (173) to obtain the integral equation
\[
\psi_k(x,\Omega) = \Omega_x^{-1} \int_{x_-}^{x_+} W_k(x',\Omega)e^{-\tau}dx' + I_y\psi_{kx}(\Omega)e^{-\tau_-} ,
\tag{174}
\]
where the optical path length is
\[
\tau(x',x) = \frac{|x - x'|}{\Omega_x} \Sigma
\]
and \(\tau_- = \tau(x_-x)\). Because of the factorized form (171) of the angular flux, the transverse flux moment can be written as
\[
\psi_k(x,\Omega) \sim I_y \sum_i \psi_{ik}(\Omega)f_i(x) .
\]

The coefficients \(\psi_{ik}\) are obtained by replacing this expansion in Eq. (174) and using the projection method to obtain
\[
\psi_{ik}(\Omega) = |\Omega_x|^{-1} l_x \sum_j P_{ij}(\Omega_x)W_{jk}(\Omega)
\]
\[+ P_{ix}(-\Omega_x)\psi_{kx}(\Omega) , \quad i = 1 \text{ to } N_y . \tag{175}\]

Also, using the same expansion in Eq. (174) for \(x = x_+\) yields an equation for the boundary outgoing angular flux
\[
\psi_{kx}(\Omega) = |\Omega_x|^{-1} l_x \sum_j P_{kxj}(\Omega_x)W_{jk}(\Omega)
\]
\[+ P_{kx+x}(\Omega_x)\psi_{kx}(\Omega) . \tag{176}\]
The \(W_{jk}(\Omega)\) in the preceding two equations is given by
\[
W_{jk}(\Omega) = q_{jk}(x,\Omega) + \Omega_y\psi_{jk'}(\Omega) - \Omega_y\langle g_k\psi(x,y,\Omega)\rangle_y .
\]
We observe that the last term, the transverse leakage term, in this expression contains \(\psi_{jk'}(\Omega)\), the outgoing/incoming horizontal transverse moments of the angular flux; therefore, this term couples the \(x\) direction equations to the \(y\) direction equations that can be obtained in the same way by integrating the integrodifferential transport equation over the \(x\) variable.

The matrix coefficients in Eqs. (175) and (176), analogous to those in the IC method, are
\[
P_{ij}(\Omega_x) = I_x^2 \int_{x_-}^{x_+} f_i(x)dx \int_{x_-}^{x_+} f_j(x')e^{-\tau}dx' ,
\]
\[
P_{ix}(-\Omega_x) = P_{x+i}(\Omega_x) = I_x^2 \int_{-l_x/2}^{l_x/2} f_i(x)e^{-\tau}dx ,
\]
and
\[
P_{kx+x}(\Omega_x) = \exp[-(\tau(x_+,x_-))].
\]
The calculation of these matrix coefficients is simplified by use of the appropriate reciprocity and conservation relations. For example, interchanging \(\Omega_x\) with \(-\Omega_x\) does not change \(\tau\), but changes \(\tau_+\) to \(\tau_-\) and \(x_+\) to \(x_-\); thus, the reciprocity relation \(P_{ij}(\Omega_x) = P_{ij}(-\Omega_x)\) is recovered. Also, from the identity \(\tau_+ + \tau_- = \tau(x_+,x_-)\), and assuming the usual case that \(f_i(x)\) is a constant, we observe that
\[
P_{x+i}(\Omega_x) + P_{ix}(-\Omega_x) = \delta_{ij}P_{x+x} .
\]
Furthermore, we note that the symmetric sum of two volumetric matrix coefficients can be written as
\[ P_{ij}(\Omega_x) + P_{ji}(\Omega_x) = P_{ij}(\Omega_x) = f_{ij}^{1/2} \int_{-l_x/2}^{l_x/2} f_i(x) dx \int_{-l_x/2}^{l_x/2} f_j(x') e^{-r} dx' . \]

To derive conservation relations, the procedure in Sec. III.A is again followed. We first integrate Eq. (173) from \(-l_x/2\) to \(l_x/2\) and then, with \(Q_k\) replaced by \(f_i(x)\), we obtain
\[ |S_{xj}P_{xk} (\Omega_x) = \delta_{ix} - \Sigma_{kx}P_{xk} (\Omega_x) . \]

Similarly, with \(Q_k\) replaced by \(\delta(x - x_\lambda)\), it follows that
\[ |\Omega_{xk}P_{xk} (\Omega_x) = 1 - \Sigma_{kx}P_{xk} (\Omega_x) . \]

If Legendre polynomials are used as the expansion functions in Eq. (171), the matrix coefficients can be obtained as linear combinations of exponential functions. Also, symmetry and antisymmetry properties for the matrix coefficients can be derived from the corresponding properties of Legendre polynomials. These features, together with the fact that the matrix coefficients are the same for all transverse modes \(\psi_k, k = 1\) to \(N_y\) (and transverse boundary modes \(\psi_{kx}, k = 1\) to \(M_y\)), reduce the amount of computation required.

We consider now the treatment of the angular variable. In the simple case of a plane geometry problem, in which there is no need for treatment of the transverse variable, both the discrete ordinates approximation and the projection method have been used.\(^{177}\) Here we discuss only the solution of the two-dimensional problem by means of the discrete ordinates approximation. In this case, for each direction \(\Omega \in S_N\) the equations are solved iteratively node by node. For each node, the set of Eqs. (176) and its \(y\) counterpart that are coupled through the transverse leakage terms are solved to determine the moments \(\psi_{kx}(\Omega), k = 1\) to \(M_y\), and \(\psi_{iy}(\Omega), i = 1\) to \(M_y\), in the outgoing directions in terms of the ingoing ones and the volumetric sources. Then all the volumetric coefficients \(\psi_{ik}(\Omega), i = 1\) to \(N_x\) and \(k = 1\) to \(N_y\), are computed using these angular components in either the set of Eqs. (175) or its \(y\) counterpart.

The fact that either set can be used creates some uncertainty about which choice is preferred; a way to resolve this uncertainty is to eliminate the spatial cross-product terms and replace expansion (171) by
\[ \psi(x, y, \Omega) = \psi_1(\Omega) + \sum_{i > 1} \psi_i(\Omega) f_i(x) + \sum_{k > 1} \psi_k(\Omega) g_k(y) . \]  

Then the \(\psi_i(\Omega)\) are obtained from Eq. (175) with \(k = 1\) and the \(\psi_k(\Omega)\) from the \(y\) counterpart. This simplification has been implemented in conjunction with a one-term expansion for the boundary angular fluxes, i.e., a spatially uniform angular flux on each side.\(^{178}\) In another application of Eq. (177) in which a linear expansion was used for the volumetric angular flux and a linear approximation for the boundary angular flux, \(\psi_{11}(\Omega)\) was computed from the conservation equation found by integrating Eq. (170) over the node, while \(\psi_{12}(\Omega)\) and \(\psi_{21}(\Omega)\) were computed as before.\(^{179}\)

It may be noted that the volumetric expansion in Eq. (171) could have been used to calculate the boundary outgoing angular fluxes, instead of using the different expansion (172) and its \(y\) counterpart. If this would have been done, then Eq. (176) would not have been needed and continuity of the angular flux for a fixed direction would have been guaranteed. Such a procedure, however, would have required a costly matrix inversion for each node.

The computational efficiency of transverse nodal methods has been checked versus the customary finite difference discrete ordinates method. In plane geometry, nodal methods based on either discrete ordinates or piecewise polynomial expansions for the angular variable have been shown to be faster than the \(S_N\) method, with polynomial expansions being the best.\(^{177,178}\) In \(x-y\) geometry, the nodal method with discrete ordinates is also superior to the \(S_N\) method, since fewer mesh cells are needed for penetration problems.\(^{178,179}\) It is expected that the development of the two-dimensional nodal method with piecewise polynomial expansions will be even better than the one with the \(S_N\) method because ray effects can be eliminated.

Finally, the transverse nodal method can be straightforwardly extended to three-dimensional Cartesian geometries by integrating over two spatial variables.\(^{176}\)

### III.F.2.b. Curvilinear Coordinates

Transverse nodal methods have yet to be extended to curvilinear coordinates to our knowledge, but because of their promise we will sketch how this might be accomplished for the case of \(r-z\) geometry. We begin with the integrodifferential transport equation in its conservative form, as in Eq. (65), which is now
\[ \left( \frac{1}{r} \frac{\partial}{\partial r} r + \Omega_x \frac{\partial}{\partial z} \frac{1}{\Omega_x} \frac{\partial}{\partial \Omega_x} + \Sigma \right) \psi = q , \]  

where \(\chi\) and the components of \(\Omega\) are defined in Table I. Expansions analogous to Eqs. (171) and (172), but now in the \(r\) and \(z\) variables, are used to approximate the flux within the node and on its boundaries. After projecting the transport equation onto \(g_k(z)\), we obtain the \(r\)-dependent form
\[ (\Omega_x \frac{\partial}{\partial r} \Sigma) r \psi_k(r, \Omega) = r W_k(r, \Omega) + \frac{\partial}{\partial z} \Omega_x \Sigma \psi_k(r, \Omega) . \]  

The major difference between this equation and the one in Cartesian coordinates is that the angular
redistribution term now appears as an additional source term.

As before, the streaming operator is inverted and the preceding equation is transformed into the form

\[ r \psi_k(r, \Omega) = \Omega r \int_{\Omega} \left[ r' W_k(r', \Omega) e^{-r} \right] dr' + (\partial_x \psi_k)(r', \Omega) dr' + l_x \psi_{kr} e^{-r} . \]

(179)

Because of the additional factor \( r \) now present in the equation, we choose to normalize the expansion functions \( \tilde{\psi}_j(r) \) by

\[ L_{1/2} \int_{R} \tilde{\psi}_j(r) \tilde{\psi}_j(r) r dr = \delta_{ij} , \]

where \( S_r \) is \((2\pi)^{-1}\) times the area of the annulus of width \( l_r \) and midradius \( R \). After multiplication of Eq. (179) by \( \tilde{\psi}_j(r) \) and integration on \( r \), we obtain the analog of Eq. (175),

\[ \psi_k(\Omega) = \Omega r S_r \sum_j \left[ P_{ij}(\Omega) W_{jk}(\Omega) \right] + \tilde{P}_{r}(\Omega) \partial_x \psi_{kr}(\Omega) . \]

(180)

The analog of Eq. (176) now takes the form

\[ r \psi_{kr}(\Omega) = \Omega r S_r \sum_j \left[ P_{rj}(\Omega) W_{jk}(\Omega) \right] + \tilde{P}_{r}(\Omega) \partial_x \psi_{kr}(\Omega) + \tilde{P}_{rj}(\Omega) \partial_x \psi_{kr}(\Omega) . \]

(181)

The matrix coefficients in Eqs. (180) and (181) now take the form

\[ \tilde{P}_{ij}(\Omega) = S_r^2 \int_{R-1}^r f_j(r) f_j(r') e^{-r} dr' , \]

\[ P_{rj}(\Omega) = S_r \int_{R-1}^{R+1/2} f_j(r') e^{-r} dr' , \]

and

\[ P_{rj}(\Omega) = \exp[-(r_+ - r_-)] \]

and the \( P_{ij}(\Omega) \) and \( P_{rj}(\Omega) \) are homologous to the coefficients with tilde symbol, except that the integration in \( r' \) has an extra factor \( r' \). This factor \( r' \) destroys the reciprocity relations for \( P_{ij}(\Omega) \) and \( P_{rj}(\Omega) \). Furthermore, because of the angular redistribution term, one cannot obtain a conservation equation for a fixed \( \Omega_2 \); nevertheless, a "global" conservation relation linking all directions can be obtained by integrating over angle.

Discretization of the angular variable can be done by a discrete ordinates approximation or by using a piecewise polynomial expansion. In the first case, we proceed as for the finite difference method and integrate Eq. (65) over \( \Delta \Omega_m \) for \( \Omega_m \in \Omega_N \). Then we repeat the previous steps for a particular \( \Omega_m \), with the difference that we replace the angle-averaged redistribution term with the approximation

\[ \Omega_{m-1/2} \int_{\Delta \Omega_m} R \psi d \Omega \sim r^{-1} [\alpha_{m+} \psi_{m+} - \alpha_{m-} \psi_{m-}] . \]

where the notation \( m \pm \) is the one in Eq. (72). The \( \alpha_{m} \) coefficients again are chosen as in Eqs. (73), (74), and (75) but with \( \mu \) replaced by \( \Omega_r \) (Refs. 50 and 61).

To obtain a closed system of equations, it is necessary to add supplementary equations linking the \( \psi_m \) fluxes to \( \psi_m \). One possibility would be to assume linearity, so that \( \psi_m \) is the average of \( \psi_{m+} \) and \( \psi_{m-} \), as in the classical diamond difference approximation.

If a projection method is used instead of a discrete ordinates approximation, then the expansion of the angular flux within a node is also done with respect to the angular variable. This implies that the angular components \( \psi_k(\Omega) \) in Eq. (180) can be written in terms of a set of expansion functions \( h^p(\Omega) \), \( \rho = 1 \) to \( \rho_w \), as

\[ \psi_k(\Omega) \sim \sum_p \psi_k^p h^p(\Omega) . \]

Similar expansions also are assumed for the components \( \psi_{kr}(\Omega) \) and \( \psi_{kr}(\Omega) \) of the boundary angular fluxes, but none of the expansions need be of the same order. We take the functions \( h^p(\Omega) \) to be orthonormal, and use the projection method with both Eqs. (180) and (181), for example, to obtain

\[ \psi_k^p = \sum_p \left[ S_r \sum_j \left[ P_{ij}^{pw} W_{jk}^p + P_{ij}^{pw} W_{jk}^w \right] + P_{ij}^{pw} r \psi_{kr} \right] \]

and

\[ r \psi_{kr}^p = \sum_p \left[ S_r \sum_j \left[ P_{ij}^{pw} W_{jk}^p + P_{ij}^{pw} W_{jk}^w \right] + P_{ij}^{pw} r \psi_{kr} \right] . \]

The matrix coefficients can be calculated as before, but by replacing the exponential, \( \exp(-r) \), with one of the kernels

\[ h^{pw}(r,r') = \int \Omega r^{-1} h^p(\Omega) e^{-r} h^q(\Omega) d \Omega , \]

\[ \tilde{h}^{pw}(r,r') = \int \Omega r^{-1} h^p(\Omega) e^{-r} \partial_x \psi_{kr} h^q(\Omega) d \Omega , \]

or

\[ h^w(r,r') = \int h^p(\Omega) e^{-r} \partial_r \psi_{kr} h^q(\Omega) d \Omega . \]

The first kernel is used for \( P_{ij}^{pw} \) and \( P_{ij}^{pw} \), the second with \( P_{ij}^{pw} \) and \( P_{ij}^{pw} \), and the third with \( P_{ij}^{pw} \) and \( P_{ij}^{pw} \). If piecewise polynomials in \( \Omega_r \) and \( \Omega_x \) are used for the expansion functions, the first kernel can be explicitly
written as a combination of exponential integral functions, while the third kernel is merely a combination of exponential functions; because of the factor $\partial_n \Omega \eta h''(\Omega)$, calculation of the second kernel probably would have to be done numerically.

IV. SURFACE-INTEGRAL EQUATION METHODS

In this method, the angular flux on the surface of a homogeneous body is obtained by numerically solving the surface integral transport Eq. (23). The flux inside the body, if desired, can be recovered in terms of the surface angular fluxes and the internal sources by solving the more complicated Eq. (22). Two numerical methods have been developed, the complementarity method ($C_N$) and the facile method ($F_N$).

In the $C_N$ method, a projection technique is used to solve the surface integral equation. The resulting matrix elements are moments of the Green’s function for the infinite homogeneous medium. Such a Green’s function is calculated by a Fourier transformation of the Boltzmann equation. The $C_N$ method has been used to solve critical and albedo problems for the three one-dimensional homogeneous geometries.$^{180,188}$

In plane geometry the Green’s function can be expanded in terms of the singular eigenfunctions, and then the $F_N$ method is obtained by solving the resulting surface-integral equation with a collocation technique.$^{189-197}$ As opposed to the $C_N$ method in which

evaluation of the matrix elements requires considerable computer time, the corresponding $F_N$ matrix elements are easy to calculate (a fact from which the French name derives).

IV.A. Complementarity ($C_N$) Method

We first consider the general equations of the method for a homogeneous convex body and then display the details of the method for plane geometry. We recall that the surface-integral equation was obtained by specializing Eq. (23) to a point $r$ on the surface $\partial D$. To correctly interpret the value of the Green’s function $t_b$ at the surface, to be used in Eq. (23), we decompose $t_b$ into the sum of the uncollided $t$ kernel of Eq. (17) and the collided one $t_c$, and consider the limit as $r$ approaches $\partial D$ from the interior of the body. The only term that requires special care is the uncollided flux due to the angular flux on the surface.

With the help of Eq. (17), this term can be written as

\[
(TS_b)(x) = - \int_{\Omega} t(x' \rightarrow x)(\Omega' \cdot n')\psi(x') dx',
\]

\[
= e^{-\tau(x)} \psi(x) \Omega \cdot n, \quad \Omega \cdot n > 0.
\]

Two integral equations are obtained from the surface-integral equation, depending on the sign of $\Omega \cdot n$. For $\Omega \cdot n < 0$, one obtains a Fredholm equation of the first kind,

\[
\int_{\Omega} t_c(x' \rightarrow x)(\Omega' \cdot n')\psi(x') dx' = Q(x), \quad \text{on } \partial X,
\]

while for $\Omega \cdot n > 0$ the Fredholm equation is of the second kind,

\[
(TS_b)(x) = - \int_{\Omega} t(x' \rightarrow x)(\Omega' \cdot n')\psi(x') dx',
\]

\[
= e^{-\tau(x)} \psi(x) \Omega \cdot n, \quad \Omega \cdot n < 0.
\]
\[
\int_{\partial X} t_c(x' \to x)(\mathbf{Q} \cdot \mathbf{n}') \psi(x')dx' + \psi(x) = Q(x) + e^{-\tau} \psi(x_b), \quad \text{on } \partial X_+.
\]
In both of these equations, the interior source contribution is
\[
Q(x) = \int_{X} t_B(x' \to x) S(x')dx'.
\]
Either one of these two equations defines the incoming surface flux in terms of the outgoing surface flux, so each one is the basis of an independent numerical approximation.

To distinguish between incoming and outgoing fluxes, we denote the outgoing flux \(\psi(x), \Omega \cdot n > 0\), by \(\psi^+(x), x \in \partial X_+\). We express the incoming flux by its reflection, \(\psi^-(x) = \psi(R^-x), x \in \partial X_+\), where operator \(R^-\) reverses the angular direction, \(R^- (r, \Omega) = (r, -\Omega)\). [The reader should note that the \(\psi^\pm(x)\) defined here are different from the even and odd flux components defined in Sec. II.D.] Since now both fluxes are defined on \(\partial X_+\), it is also convenient to reduce all angular integrations to the domain \(\Omega \cdot n > 0\).

In terms of the \(\psi^\pm(x)\) functions, the two Fredholm integral equations may be written, respectively, as
\[
(182) \quad \sum_j (G^+_{ij} + A_{ij}) \psi^+_i = \sum_j (G^-_{ij} + B_{ij}) \psi^-_j + Q_i^+, \quad i = 1 \text{ to } N.
\]

The matrix coefficients and the source elements are defined in terms of the scalar product of Eq. (85) as
\[
A_{ij} = \langle f_i, f_j \rangle_+, \quad B_{ij} = \langle f_i, e^{-\tau} f_j (R^-x_b) \rangle_+,
\]
and
\[
Q_i^+ = \langle f_i, Q(R^+x) \rangle_+.
\]
The remaining matrix coefficients are written, for example, as
\[
G^+_{ij} = \langle f_i, G^+ f_j \rangle_+ = \int_{\partial X_+} (\Omega \cdot n) f_i(x)dx
\]
\[
\times \int_{\partial X_+} (\Omega \cdot n') t_c(R^+x' \to R^-x)f_j(x')dx' . \quad (186)
\]

When calculating matrix coefficients, a great amount of computer time may be saved by use of the reciprocity relations
\[
G^+_{ij} = G^+_i j, \quad G^-_{ij} = G^-_i j, \quad G_i = G^-_i j -
\]
which follow from the reciprocity of the collided kernel, \(t_c(x' \to x) = t_c(R^-x \to R^-x')\). To calculate the remaining coefficients, one has to first derive the closed-form expression for the collided kernel. This is done by determining the infinite medium Green’s function in the geometry of interest, and then by subtracting the uncollided contribution. Since the infinite-medium Green’s function is translationally invariant, i.e., \(t_B(x' \to x) = t_B(r' - r, \Omega', \Omega)\), it can be calculated by analytically solving the Fourier-transformed transport equation, and then inverting the transform. For instance, for an azimuthally independent homogeneous plane geometry with isotropic scattering, the collided kernel takes the form
\[
\psi^i_j = \sum_{i=1}^{N} \psi^i_j (x' \to x) = \frac{C}{4\pi} \int_{-\infty}^{\infty} \exp[i(kz' - z)]
\]
\[
\times \frac{dk}{ik\mu' (1 - ik\mu) (1 - ck^{-1} tan^{-1}k) } . \quad (187)
\]
We can use this expression to explain the calculation of the matrix coefficients \(G_i^+\), etc., in plane geometry. In this geometry the expansion functions are traditionally taken to be \(f_i(\mu) = \mu'^{-1}_i, \mu = 1 \text{ to } N\). With the last kernel, evaluation of the matrix coefficients requires integrations over \(\mu, \mu'\), and \(k\). The first two integrations may be done analytically, while the integration over \(k\) is extended in the usual way to encircle the upper half of the complex plane. Then, after
applying Cauchy’s theorem, the asymptotic contribution (poles) is analytically evaluated whereas the transient contribution (branch) must be calculated by numerical integration in the complex plane.

The $C_N$ method has been applied to plane geometry problems with anisotropic scattering\cite{185} and to cylindrical and spherical problems with isotropic scattering.\cite{183, 184, 185} Although the method strictly applies to homogeneous bodies, multilayer problems can be done by treating each layer separately and imposing continuity of the angular flux at the interfaces. Even more complicated geometries (such as a “cluster cell”) have been analyzed.\cite{188}

A perspective on the potential of the $C_N$ method for the analysis of complicated geometries can be obtained by comparison with the collision probability method. An important difference is that the CP method uses a Green's function for first-flight interactions and this requires spatial zones of the order of the neutron mean-free-path; there is no such restriction in the $C_N$ method provided the slowing down source in each homogeneous zone can be assumed constant. Furthermore, in the $C_N$ method only neighboring zones are connected, whereas all the zones are connected in the CP method.

IV.B. Facile ($F_N$) Method

This method has been initially derived from the $C_N$ method in plane geometry by using a singular eigenfunction expansion of the Green's function.\cite{189} The $F_N$ method also has been independently derived,\cite{190, 191} in a more direct way, by using the completeness and orthogonality properties of the singular eigenfunctions $\phi_\nu(\mu)$. Here we follow the latter approach to illustrate use of the method for the case of a finite slab $a < z < b$ in which the scattering is isotropic. The slab is assumed to be irradiated on both surfaces, and there are no internal sources.

The first step is to obtain an equation connecting the angular fluxes on the surfaces by using the singular eigenfunction expansion of the Green's function.\cite{189} The $F_N$ method is obtained by substituting the expansion (190) into the integral Eqs. (189), the resulting equations are specialized to the collocation set $\sigma_N = \{\nu_i, i = 1 \ldots N, \nu_i \in \sigma_+ \}$. This yields the system of equations

$$\sum_{j=1}^{N} [B_j(\nu)\nu_j + \exp(-\tau/\nu)A_j(\nu)b_j] = L_1(\nu), \quad \nu \in \sigma_N$$

and

$$\sum_{j=1}^{N} [\exp(-\tau/\nu)A_j(\nu)a_j + B_j(\nu)b_j] = L_2(\nu), \quad \nu \in \sigma_N.$$  \hfill (191)

The source terms are defined as

$$L_1(\nu) = \sum_{j=1}^{N} [A_j(\nu)\tilde{a}_j + \exp(-\tau/\nu)B_j(\nu)\tilde{b}_j]$$

and

$$L_2(\nu) = \sum_{j=1}^{N} [\exp(-\tau/\nu)B_j(\nu)\tilde{a}_j + A_j(\nu)\tilde{b}_j],$$

where $\tilde{a}_j$ and $\tilde{b}_j$ are the expansion coefficients for the known incoming angular fluxes $\psi_\nu(\mu)$ and $\psi_b(\mu)$, $0 \leq \mu \leq 1$, as in Eq. (190). [Note that the system of Eqs. (191) also could be obtained by substituting the expansions directly into Eq. (188) and then by using a symmetric collocation set.]

Let us now consider the calculation of the matrix coefficients $A_j(\nu)$ and $B_j(\nu)$ in Eq. (191). The $B_j(\nu)$ are defined by

$$B_j(\nu) = \frac{2}{c \tau} \int_{0}^{1} \mu \phi_\nu(\mu) d\mu.$$
and, using the symmetry $\phi_\nu(\mu) = \phi_{-\nu}(-\mu)$, it is found that

$$A_j(\nu) = -B_j(-\nu).$$

For the special case of Eq. (32) for isotropic scattering, it follows that these coefficients obey the recursion relation\textsuperscript{189}

$$B_{j+1}(\nu) = \nu B_j(\nu) - (j + 1)^{-1}, \quad j \geq 1, \quad (192)$$

with the starting conditions

$$B_0(\nu) = (2/c) - 1 - \nu \log(1 + 1/\nu), \quad \nu \in \sigma_N$$

and

$$A_1(\nu) = 1 - \nu \log(1 + 1/\nu), \quad \nu \in \sigma_N.$$

Notice that the numerical effort involved in the calculation of the matrix coefficients requires the computation of only $N$ logarithms! Of course, the solution depends on the distribution of the collocation points, and numerical calculations show that the discrete spectrum has to be included to ensure good results.

The $F_N$ method has been extended to treat problems with anisotropic scattering,\textsuperscript{191} but is restricted to plane and spherical geometries, as for singular eigenfunction expansions. Multilayer problems have been solved by treating each layer separately,\textsuperscript{195,196} and also the theory has been extended to slowing down problems.\textsuperscript{189,195}

V. COMMENTS

The deterministic methods of solution of the transport equation are based on the use of the integrodifferential, integral, and surface-integral equations. In this paper, we have shown that the most common solution methods are based on three numerical techniques: expansion (projection and collocation) methods, quadrature formulas for integral operators, and finite differences for differential operators.

By taking advantage of the special properties of the transport operator in simple geometries, it is possible to obtain an analytical (or quasi-analytical) solution. Extensive research has been dedicated to deriving such solutions with singular eigenfunction expansions, analytic discrete ordinates, integral transform/spatial spherical harmonics, and the two surface-integral methods ($C_N$ and $F_N$). The usefulness of such quasi-numerical techniques is to provide benchmark solutions to check more general numerical methods, to gain insight into the mathematical properties of the transport equation, and to provide intellectual stimulation for the analytically inclined analyst. For more realistic problems, a fully numerical treatment with one of the following general-purpose production methods is required.

The integrodifferential equation methods, those most widely studied by researchers in the U.S., have been used to solve a variety of problems in reactor and shielding analysis. The integrodifferential equation is based on a local neutron balance and contains spatial derivatives and an integral angular operator. Both the angular and spatial variables require a numerical treatment. The finite difference discrete ordinates method is characterized by the use of a numerical quadrature formula for the integral angular operator and a finite difference approximation for the spatial derivatives. Potential difficulties with the method are the appearance of negative fluxes and ray effects. Expensive modifications, usually based on the implementation of a spherical harmonics representation within the discrete ordinates formalism, have been developed to eliminate such ray effects.

Many spatial cells are required with the finite difference discrete ordinates method for treatment of large-scale reactor and shielding problems, especially when streaming is important. Without loss of precision, it is possible to use large-sized cells if the angular fluxes entering and leaving a cell are related by integration along neutron trajectories. In the method of characteristics, this integration is combined with a cell balance equation for treatment of the spatial variable, while a discrete ordinates approximation is used for the angular variable.

A variation of the discrete ordinates technique is to combine the numerical integration in the angular variable with a finite element treatment (a projection technique) for the spatial variable. Although the finite element system of equations requires more computational work, it does provide a better representation for irregularly shaped geometries. On the other hand, a complete finite element approximation for the integrodifferential equation is derived by applying the finite element method to both the angular and spatial variables. Such a full finite element treatment has been applied to the ordinary and even-party forms of the transport equation. The finite element approach is appealing because it mitigates the ray effects and offers a self-consistent treatment of boundary conditions, but the method is not yet economically competitive with the discrete ordinates approach.

Integral equation methods have been more popular in Europe and they are especially appropriate for cell and subassembly calculations. The integral equation is based on a global neutron balance and consequently is strongly coupled in both variables. For isotropic scattering, the angular variable is integrated out to yield an integral equation in the spatial variable for the scalar flux. Numerical quadrature techniques and expansion methods have been applied to solve the integral equation. The numerical quadrature
approach leads to the discrete integral transport method, while piecewise polynomial expansions are used to construct approximations via the collocation and the projection (collision probability) techniques. In contrast with the DIT and CP methods, the collocation technique leads to a nonsymmetric collision matrix and requires special care to ensure neutron conservation. Of the three methods, the CP method is the most widely used. Integral equation methods also have been extended to the treatment of linearly anisotropic scattering.

In general, integrodifferential methods are most appropriate for optically large media while integral methods work best for optically small media. Integral methods can be made efficient for calculations in moderately large media, however, by use of nodal methods. In these methods, a large medium is divided into nodes and a simplified model is used to describe the transfer between the nodes. The interface current technique for the treatment of the angular variable can be combined with both the integrodifferential and integral forms of the transport equation. For example, work is currently under way on the method of characteristics and on transverse nodal approximations.

The development of improved numerical techniques is closely linked to that of computers. Thus it is understandable why some of the earlier, elegant techniques now have at best a small role for practical reactor and shielding calculations.

Neutron transport solution methods have evolved from the earliest days of interest in nuclear power. The development of improved numerical techniques for the solution of the transport equation has been closely linked to that of computers. It is the rapid development of computer technology that has lead to the use of accurate transport calculations in reactor design. Thus it is understandable why some of the earlier, elegant techniques now have at best a small role for practical reactor and shielding calculations.

The trend nowadays in the development of numerical approximations is in the synergistic use of both the integrodifferential and integral forms of the transport equation. For example, work is currently underway in computer science and on transverse nodal approximations. It is expected that improvements in already-established methods, and in these new methods, will be developed to match the capability of faster and larger computers of the future. It is safe to assume that within the next few years all of the transport approximations will have to be re-evaluated for use with parallel-processing computers.

**APPENDIX**

**ITERATIVE SOLUTION OF THE MULTIGROUP EQUATIONS**

Any practical application of numerical solution of the transport equation is based on the use of a multigroup formalism. As a complement to the discussion of one-group numerical methods, in this Appendix we give a brief description of the iterative techniques and acceleration schemes currently used for the solution of the multigroup equations.

**Integrodifferential Equation Methods**

We assume the reader is familiar with the multigroup formalism and we write the set of multigroup integrodifferential equations in the form

\[ \mathbf{L}\psi = \mathbf{H}\psi + \mathbf{S} , \]  

where

- \( \psi \) = vector whose elements are \( \psi_g(r,\Omega) \), \( g = 1 \)
- \( \mathbf{S} \) = external source vector
- \( \mathbf{L} \) = diagonal matrix operator whose elements are \( L_{gg} = \Omega \cdot \nabla + \sum_i \gamma_i(r) \)
- \( \mathbf{H} \) = matrix operator with elements \( H_{gg'} \), so that

\[ H_{gg'} f = \int \Sigma_{g'\rightarrow g}(r,\Omega' \rightarrow \Omega)f(\Omega')d\Omega' . \]  

In the multigroup case, \( \Sigma_{g'\rightarrow g} \) accounts for all neutrons in group \( g \), generated by a collision or fission in energy group \( g' \), namely,

\[ \Sigma_{g'\rightarrow g} = \Sigma_s, g'\rightarrow g + (4\pi)^{1/2}(\nu \Sigma_f)g'\chi_g . \]

[For simplicity, we have neglected \((n,2n)\) and other such reactions.]

For any numerical method, the \( \psi_g(r,\Omega) \) are replaced by the values of the flux at all mesh points in space and angle, and the operators \( \mathbf{L} \) and \( \mathbf{H} \) in Eq. (A.1) are replaced by the appropriate matrices. The direct solution of any such matrix equation by inversion of matrix \( \mathbf{L} - \mathbf{H} \) is unfeasible and uneconomical. Therefore a dual iteration strategy is implemented, consisting of two nested iterations: an outer and an inner iteration. An outer iteration sweeps through all energy groups, in order of decreasing energy, and provides an updated value of the flux for the entire system. This is done by splitting the matrix \( \mathbf{H} \) into four parts, the (in-group) self-scattering \( (\mathbf{H}^i) \) portion, the upscattering \( (\mathbf{H}^u) \) and downscattering \( (\mathbf{H}^d) \) parts, and the fission portion \( (\mathbf{H}^f) \), and defining the outer iterative scheme by

\[ (\mathbf{L} - \mathbf{H}^d - \mathbf{H}^u)\psi^n = (\mathbf{H}^i + \mathbf{H}^f)\psi^{n-1} + \mathbf{S} . \]  

(A.3)
That is, at the beginning of an outer iteration, the old flux $\psi^{n-1}$ is used to calculate the upscattering and fission contributions, and then the new flux $\psi^n$ is calculated by solving this last equation group-by-group.

The presence of the self-scattering term in Eq. (A.3) makes direct inversion of the matrix $(L - H^d - H^f)$ impractical, so in discrete ordinates methods the following inner iteration procedure is adopted:

$$L_{gg}\psi^{n,k}_g = H_{gg}\psi^{n,k-1}_g + Q^n_g . \tag{A.4}$$

Here $\psi^{n,k}_g$ is a vector whose components are values of the angular flux in group $g$ for the space and angular mesh for outer iteration $n$ and inner iteration $k$, and $Q^n_g$ is the effective within-group source

$$Q^n_g = [H^d\psi^n + (H^f + H^s)\psi^{n-1} + S]_g .$$

This source is calculated with the most recently available fluxes, which means that the downscattering term uses fluxes from the current outer iteration, while the upscattering and fission contributions are computed from the flux in the previous outer iteration. That is, using the effective source and the previous estimate for the within group flux, $\psi^{n,k-1}_g$, an inner iteration requires sweeping through all the directions and regions to calculate from Eq. (A.4) the updated flux $\psi^{n,k}_g$.

Convergence of an iteration procedure can be assessed by imposing convergence criteria. A variety of criteria are used, but usually for inner iterations one requires that the relative error in the scalar flux for two successive iterates be less than a prescribed small value. Another procedure that is adopted is to stop the number of iterations at a prescribed number, even though convergence may not have been achieved; this is particularly advantageous for the first few outer iterations, for which complete convergence of inner iterations is expensive and does not appreciably improve the overall rate of convergence.

In the case of a calculation for the effective multiplication factor $\lambda$, there is no external source and Eq. (A.1) is replaced by

$$L\psi = (H^d + H^f + H^s)\psi + \lambda^{-1}H^s\psi .$$

An estimation of $\lambda$ can be obtained from two successive outer iterations as the ratio of the corresponding fission sources

$$\lambda^n = \sum_g \int_D (\nu \Sigma f)_g \psi^{n}_g d\mathbf{r} / \sum_g \int_D (\nu \Sigma f)_g \psi^{n-1}_g d\mathbf{r}$$

and the outer iteration is terminated when the relative error between two successive eigenvalues is sufficiently small.

Solving the set of Eqs. (A.4) in the direction of neutron flow usually ensures that the solution is stable and allows implementation of a strategy for which matrix $L_{gg}$ is lower triangular. Nevertheless, many iterations may be required to obtain a converged solution. This is especially true for optically thick regions in which the term $H_{gg}\psi^{n,k-1}_g$ in Eq. (A.4) strongly affects the solution. For this reason, all practical numerical techniques require the use of an acceleration scheme. Chebyshev acceleration\(^{198}\) has been successfully implemented in one-dimensional discrete ordinates codes,\(^{68,199}\) while coarse-mesh rebalancing and the synthetic method are used in two-dimensional discrete ordinates codes.

Methods that use a discrete ordinates approximation for the angular variable and finite elements for the spatial variable utilize similar acceleration methods to those currently used in finite difference codes.\(^{89,93,94,103}\) On the other hand, a finite element approximation in both the angular and spatial variables (such as those used to solve the even-parity form of the transport equation) cannot be solved by a simple cell-to-cell iteration scheme because of the coupling in space and angle. In this case, an iterative solution is obtained by such classical techniques as block (or point) successive overrelaxation\(^{198}\); usually a Cholesky decomposition is used to invert the main block, and the banded structure of the matrix is exploited to minimize computer requirements.\(^{86,97,102}\) Block overrelaxation also has been accelerated with the rebalancing method.\(^{102}\)

In this Appendix, we discuss only the rebalancing and synthetic methods, and refer the reader to Varga\(^{198}\) for the more classical techniques.

**Rebalancing Methods**

Rebalancing is a popular scheme applied to production codes to accelerate inner and outer iterations.\(^{61,69}\) The objective of a rebalancing scheme is to enhance the rate of convergence by imposing neutron conservation after every iteration. There are several schemes based on rebalancing, but we first discuss the method for coarse-mesh rebalancing of inner iterations.

The need for rebalancing becomes obvious when we examine the balance equation derived by integrating the iterative scheme of Eq. (A.4) over a coarse-mesh region $D_o$ and all angular directions to obtain

$$\int_{D_o} I^{n,k}_g dA = \int_{D_o} (Q^n_g - \Sigma_{ag}\phi^{n,k-1}_g) d\mathbf{r} , \tag{A.5}$$


where
\[ Q^g_k = \text{total volumetric source obtained by integrating } Q^g \text{ over all angles} \]
\[ \Sigma_{ag} = \text{effective absorption (i.e., removal) cross section} \]
\[ \Sigma_{ag} = \Sigma_g - \Sigma_{so,g \rightarrow g}, \]
and the current and scalar flux are determined from the angular fluxes by applying the usual SN rule. Neutron balance would require that \( Q^g_{k-1} \) be replaced by \( Q^g_k \), which will occur only when the iteration converges.

In the coarse-mesh rebalancing scheme, the entire domain is divided into a set of coarse-mesh regions \( D_\alpha \) and neutron balance is imposed by multiplying the flux within each region \( \alpha \) by a constant scaling factor \( C_\alpha \). These constants are determined from the system of equations
\[
C_\alpha \left[ \int_{D_\alpha} J^g_{k-1,k} \cdot dA + \int_{\partial D_\alpha} \Sigma_{ag} \phi^g_{k-1,k} d\Gamma \right] + \sum_{\beta} C_\beta \int_{\partial D_\alpha} J^g_{\beta,k} \cdot dA = \int_{D_\alpha} Q^g_k dV \tag{A.6}
\]
that are nothing else than the conservation equations for the modified fluxes \( C_\alpha \phi^g_k(r, \Omega) \) in each \( D_\alpha \). Note that since the angular fluxes in adjacent coarse-mesh regions with a common boundary \( \partial D_\alpha \) are multiplied by different factors, it is necessary to split the current into the leaving current \( J_+ \) and the entering \( J_- \).

The first application of rebalancing to inner iterations utilized the global scheme for which all fluxes in the entire domain were multiplied by the same constant \( \phi \). Nowadays, the general coarse-mesh rebalancing is applied, with the possibility of even using the fine mesh used to calculate the fluxes.\(^{51,69,93,94}\) Another rebalancing scheme that has been examined uses a coarse-mesh angle-dependent rebalancing in both the spatial and angular variables. In this case the angular region is also divided into coarse regions and a balance equation similar to Eq. (A.5) is obtained by integration over a spatial and an angular region; then neutron conservation is forced by multiplying all the fluxes in a given spatial and angular region by the same factor.\(^{54}\)

Still another rebalancing scheme is based on a variational principle in which a scaling function of the form
\[
\sum_\alpha C_\alpha f_\alpha (r)
\]
is utilized.\(^{201}\) Here the \( f_\alpha (r) \) are "finite elements" defined on a coarse mesh and the expansion coefficients \( C_\alpha \) are calculated by using a weighted residual or a finite element method.

Coarse-mesh rebalancing is also applied to acceleration of outer iterations. In this case, the rebalancing constants are determined from a balance equation obtained by collapsing all the energy groups into one,\(^{61,69,93,94}\) and scaling all the group angular fluxes within a coarse-mesh region \( \alpha \) with the same constant \( C_\alpha \). These constants are determined from a set of equations similar to set (A.6),
\[
C_\alpha \sum_g \left[ \int_{D_\alpha} J^g_{k,g} \cdot dA - \int_{D_\alpha} (c_g - 1) \Sigma_g \phi^g_k d\Gamma \right] + \sum_{\beta} C_\beta \sum_g \int_{\partial D_\alpha} J^g_{\beta,g} \cdot dA = \sum_g \int_{D_\alpha} S_{1g} d\Gamma,
\]
where \( c_g \) is defined as the mean number of secondaries for collisions in group \( g \),
\[
c_g = \left( \nu g_{\Sigma f} + \sum_{g'} \Sigma_{so,g' \rightarrow g} \right) / \Sigma_g.
\]

Another method for rebalancing the outer iterations has been suggested in which a global neutron balance is imposed separately for every group.\(^{202}\) The scaling coefficients \( C_\alpha \) for each group \( g \) are then obtained from the equations
\[
C_\alpha \left\{ \int_{D} J^g_{k} \cdot dA + \int_{D} \left[ \Sigma_{ag} - \chi_g (\nu g_{\Sigma f}) \phi^g_k d\Gamma \right] \right\} = \sum_{g' \neq g} C_{g'} \int_{D} \left[ \Sigma_{so,g' \rightarrow g} + \chi_{g'} (\nu g'_{\Sigma f}) \phi^g_{k} d\Gamma \right] + \int_{D} S_{1g} d\Gamma.
\]

**Synthetic Methods**

The idea of a synthetic method is to use a lower order approximation to accelerate the rate of convergence of a higher order one. We will again illustrate the idea of the method by considering its use for an inner iteration procedure [Eq. (A.4)]. For convenience we drop all unnecessary indices and write the equation as
\[
L \psi^k = H \psi^{k-1} + Q.
\]
We first observe that at any stage of the iteration the exact solution \( \psi \) can be obtained from the relation\(^{203}\)
\[
\psi = \psi^k + (L - H)^{-1} H \delta \psi^k,
\]


where the difference between two successive iterates is
\[ \delta \psi^k = \psi^k - \psi^{k-1} . \]

Direct use of Eq. (A.8) would entail the inversion of \((L - H)\) and would constitute the very operation we are trying to avoid with the iteration procedure. Nevertheless, the relation in Eq. (A.8) can still be used if we use a "lower order" equation
\[ L_l \psi = H_l \psi + Q \]
and replace \((L - H)^{-1}\) in Eq. (A.8) by the inverse operator \((L_l - H_l)^{-1}\) that is less expensive (or easier) to calculate. As an example, a transport operator could be replaced by a diffusion operator.

The entire procedure consists of using Eq. (A.7) to obtain an intermediate vector \(\psi^k\), and then substituting this vector into Eq. (A.8), with the lower inverse, to obtain the final \(\psi^k\) as
\[ \psi^k = \left[ 1 - (L_l - H_l)^{-1}(L - H) \right] L^{-1} H^{-1} \psi^k + [1 + (L_l - H_l)^{-1} H] L^{-1} H^{-1} \psi^{k-1} + [1 + (L_l - H_l)^{-1} H] L^{-1} Q . \]

Low-order \(S_N\) calculations have been used to accelerate higher order \(S_N\) calculations, and diffusion theory solutions also have been applied to accelerate \(S_N\) calculations with finite difference approximations and characteristic methods.

The rebalancing and synthetic acceleration methods are closely related. In fact, rebalancing can be viewed as a synthetic method in which the lower order approximation is changed at every iteration.

**Integral Equation Methods**

Since an integral equation method typically is used in smaller geometries than integrodifferential equation methods, the size of the matrices tends to be smaller. Therefore the numerical burden imposed by the solution of the equations is less acute than for integrodifferential equation methods for which the inversion takes the major portion of the calculation time.

Here we shall only illustrate the case of the multigroup integral equation with isotropic scattering and sources,
\[ \phi = G(H_\phi + S_t) , \]  
where \(G\) is a diagonal matrix operator with elements \(G_{gg}\) so that
\[ G_{gg} f = \int_D \exp(-\tau_{gg}) \frac{1}{4\pi s^2} f(r') dr' . \]

The matrix \(H_\phi\), which is related to the integral over all directions of operator \(H\) in Eq. (A.2) for isotropic scattering, has the elements
\[ H_{gg'} = \Sigma_{t0,g' \rightarrow g} + \left( \Sigma f_{g' \rightarrow g} x_{g' \rightarrow g} \right) , \]
and \(S_t\) is the total volumetric source.

For the numerical solution, the operators in Eq. (A.9) are replaced by matrices and then \(\phi\) becomes a vector whose components are the fluxes for all the energy groups and spatial zones. The matrix \(H\) is decomposed into up-, in-, and down-group scattering and fission, as in Eq. (A.3), and Eq. (A.9) is solved by the outer iteration scheme
\[ \phi^k = G_{gg} \left( \Sigma_{t0,g' \rightarrow g} \phi^k_{g' \rightarrow g} + Q_{l,t,g} \right) + \left[ \Sigma_{t0,g' \rightarrow g} \phi^k_{g' \rightarrow g} + Q_{l,t,g} \right] . \]  

Another outer iteration scheme also has been used in which the upsampling term \(H_{gg'}^+\) in Eq. (A.10) is replaced by \(H_{gg'}^+\phi^k_{g' \rightarrow g}\); this requires repetitive iterations in the thermal groups.

There are several alternatives for the solution of the in-group source problem. For small-matrix problems, such as small one-dimensional cell calculations, the solution is obtained by direct inversion. For larger size problems, a power iteration technique and successive overrelaxation are applied.

The power iteration method is formally equivalent to the multiple scattering formalism for the solution of the integral equation. Power iterations also can be accelerated by using the residual minimization technique. To describe this method, we consider the power iteration solution of Eq. (A.11), which we write as
\[ \phi^k = \beta \phi^{k-1} + \psi , \]  
where \(k\) is the inner iteration index and \(\beta\) represents the operator \(G_{gg} \Sigma_{t0} + \phi^{k-1}\) at any stage of iteration, the remainder may be defined as
\[ \epsilon^k = \phi^k - \left( \beta \phi^k + \psi \right) . \]

Then the iteration procedure is defined as
\[ \phi^k = \phi^{k-1} + \alpha^{k-1} \epsilon^{k-1} , \]
where the acceleration parameter \(\alpha^{k-1}\) is chosen so that the remainder \(\epsilon^k\) is minimized.

---


The entire residual minimization acceleration requires three vectors, and may be summarized by the following procedure: Starting with the previous values $\phi^{k-1}$ and $\epsilon^{k-1}$, we compute the intermediate vector $\phi^k$,

$$\phi^k = (1 - \mu) \epsilon^{k-1}$$

and calculate the acceleration parameter

$$\alpha^{k-1} = - \frac{(\phi^k, \epsilon^{k-1})}{(\phi^k, \phi^k)} ,$$

where $(,)$ denotes an appropriate scalar product. For instance,

$$(a, b) = \sum_i V_i a_i b_i ,$$

where $i$ denotes the zone index. Finally, the new flux is calculated from Eq. (A.13) and the new remainder is obtained from

$$\epsilon^k = \epsilon^{k-1} + \alpha^{k-1} \phi^k .$$

In usual practice, best results are obtained by alternating power iterations with residual minimization accelerations.\textsuperscript{169}
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